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Abstract 

 
In this paper, a scheme for the design of area 

efficient and high speed pipelined VLSI architecture 

for the computation of pipelined 2-d discrete 

wavelet transform using lifting scheme with booth 

multiplier is proposed. The main focus of the 

scheme is to reduce the number and period of clock 

cycles and efficient area with little or no overhead on 

hardware resources. The pipelining architecture 

speeds up the clock rate of DWT and the booth 

multiplier reduces the number of partial products as 

compared to normal multiplier. The 2-dimensinal 

discrete wavelet transform lifting scheme algorithm 

has been implemented using MATLAB program and 

the architecture has been coded in verilog HDL on 

Xilinx platform. The proposed scheme requires the 

least computing time for pipelined 2 -D DWT and 

achieves the less area for implementation, 

compared with other architectures. So this 

architecture is realizable for real time processing 

of DWT computation applications. 
 

1. Introduction 

 
The advantages of the wavelet transform over 

conventional transforms, such as the Fourier 

transform, are now well recognized. Because of its 

excellent locality in time-frequency domain, 

wavelet transform is remarkable and extensively 

used for signal analysis, compressing and de- 

noising.  Since the DWT has been increasingly 

used in many different areas of science and 

engineering mainly because of the multi resolution 

decomposition property of the transformed signals. 

In this paper, a scheme for the design of 

pipeline architecture for a fast computation of the 

DWT is developed. The goal of fast computation 

is achieved by minimizing the number and period 

of clock cycles. The proposed architecture achieves 

the one-multiplier delay constraint but uses less 

internal memory compared to the related 

architectures. Moreover, the proposed architecture 

implements the 9/7 filters by cascading the three 

main components. 

          Due to recent advances in the technology, 

implementation of the DWT on Field 

Programmable Gate Array (FPGA) and Digital 

Signal Processing (DSP) chips has been widely 

developed. Based on [4], the main challenges in 

the hardware architectures for 1-D DWT are the 

processing speed and the number of multipliers.  

The number of multipliers in each pipeline stage 

determines the clock speed of the structure. 

 

2. Literature Review 

 

Robi polikar [1] “The Wavelet Tutorial” the 

author has explained wavelet theory in four parts. 

Part 1 contains overview: why wavelet transforms, 

part 2 fundamentals: the Fourier transform and the 

short term Fourier transform, resolution problems, 

part 3 introduce multi resolution analysis: the 

continuous wavelet transform and the part 4 is on 

multi resolution analysis: the discrete wavelet 

transform and he mentioned why we use it in signal 

processing and image processing. 

S.G.Mallat [2] proposed “A Theory for 

Multi resolution Signal Decomposition: The Wavelet 

Representation”. In this paper we shows that the 

wavelet theory recently developed by the 

mathematician Y.Meyer enables us to understand and 

model the concepts of resolution and scale. The 

author proved that this difference of information can 

be computed by decomposing the signal on a wavelet 

orthonormal basis and that it can be efficiently 

calculated with pyramid transform. 

I. Daubechies and W. Sweldens [3]  

“Factoring Wavelet Transforms into Lifting Steps,” 

They have discussed how any discrete wavelet 

transform or two band sub band filtering with finite 

can be decomposed into a finite sequence of simple 

filtering steps, called lifting steps. This 

decomposition corresponds to a factorization of the 

polyphase matrix of the wavelet or sub band filters 
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into elementary matrices.  

C.T. Huang, P.C. Tseng, L.G. Chen [6], 

“ Flipping Structure: An Efficient VLSI Architecture 

for Lifting Based Discrete Wavelet Transform,” It 

can provide a variety of hardware implementations to 

improve and possibly minimize the critical path as 

well as the memory requirement of the lifting based 

discrete wavelet transform by flipping conventional 

lifting structures. The precision issues are also 

analyzed.  

 

3. Proposed Architecture 

   The structure processes all input samples that 

arrive in pairs at consecutive clock pulses and the 

results for each pair are ready after five cycles.  

 

 
 

Fig.1. Top Module of Proposed 2D DWT 

Architecture 

However, due to the pipelined structure, the clock 

frequency is higher than that of parallel architectures. 

There is a trade-off between the clock speed and the 

number of pipeline stages. Fig.1. shows the Top 

module of proposed architecture for the pipelined 

DWT computation. 

 

Fig.2. Architecture of  DWT 

The internal diagram of DWT is shown in 

fig.1.Where the DWT consists of  Predict 1, Update 

1, Predict 2 & Update 2 the internal blocks are shown 

in fig.1. Where the coefficients are  given  as the one 

of the input to the booth multiplier. The design of this 

architecture mainly focused on the booth multiplier 

for reduce the number of partial products as 

compared to normal multiplier. 

 

Booth Multiplier 

 

Conventional array multipliers, like the 

Braun multiplier and Baugh Woolley multiplier 

achieve comparatively good performance but they 

require large area of silicon, unlike the add-shift 

algorithms, which require less hardware and exhibit 

poorer performance. The Booth multiplier makes use 

of Booth encoding algorithm in order to reduce the 

number of partial products by considering two bits of 

the multiplier at a time, thereby achieving a speed 

advantage over other multiplier architectures.  

Table.1 Booth Algorithm 
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This algorithm is valid for both signed and 

unsigned numbers. It accepts the numbers in 2’s 

complement form based on radix-2 computation.      

In this five stage pipeline structure for 2D DWT, all 

stages need to share the computation. Hence, all the 

stages need to be synchronized with one the design of 

this architecture mainly focused on the booth 

multiplier for reduce the number of partial products 

as compared to normal multiplier and pipeline 

structure to speed up the system. 

4. 2D-DWT Computation 

 
         The architecture can be applied to implement 

the lifting-based 2-D DWT. As the DWT intrinsically 

constitutes a pair of filtering operations, a unified 

representation of the polyphase matrix is 

introduced as follows: 

 

    
Where h(z) and g(z) stand for the transfer 

functions for the low pass and high pass filter banks, 

respectively, and all suffixes e and o in the literature 

correspond to even and odd terms, respectively. 

Thus, the transform is symbolized with the equation 

 

 With λ(z) and γ (z) signifying the filtered low pass 

and high pass parts of the input x(z). 

The lifting scheme factorizes the polyphase 

representation  into  a  cascade  of  upper  and  lower  

triangular  matrices  and  a  scaling  matrix  which  

subsequently return  a  set  of  linear  algebraic  

equations  in  the  time  domain  bringing  forth  the  

possibility  of  a  pipelined  processor.   

For instance, the common Daubechies (9, 7) filter 

bank can be factorized as 

 

 

 

  The related algebraic equations are   

 
Where α = −1.586134342, β= −0.05298011854, 

γ= 0.8829110762, δ=0.4435068522, and δ= 

1.149604398 [16], and also 0 ≤ i ≤ −1, L is the 

data length. 
        Following are the modification of above 

equations, the final equations are 

 

 
where A= (1/α)  = −0.630463, B= (1/16αβ)  = 

0.743750, C= (1/32βγ )  = −0.668067, D=(1/4γδ)  = 

0.638443, K0= (64αβγδ) = 2.590697 and K1= 

(32αβγ/δ) = 1.929981 (up to six fractional digits) 

and also 0 ≤ i ≤ L − 1, L  is the data length. 

 

      The critical path delay for the above normal 

algebraic lifting equations is 5Tm + 8Ta, where Tm 

and Ta denote the multiplier and adder delay, 

respectively. The primary reason behind this large 

delay is stacking of multipliers from the inputs to 

outputs. This scales the delay down to 3Tm + 4Ta. 

Again this multiplier is replaced with Booth 

multiplier to reduce the number of partial products 

there by the area and delay will automatically 

reduced. 

       The five pipeline stages are used to improve 

the processing time, but the critical path  is  still  

restricted  by  the  computation  of  predictor  or  

updater  (i.e.,  two  adders  and  one multiplier 

propagation delay). 
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5. Simulation Results 

 
     The original image data word length is 8-bits per 

pixel, this amount of bits is not enough for wavelet 

transform coefficients. It is observed that the 

retrieved image in inverse discrete wavelet transform 

has distortion, because of overflow condition. The 

overflow occurs when the addition operation result 

may be larger than can be held in the word length 

being used. In DWT the word length of wavelet 

coefficients will grow gradually in FDWT in each 

DWT level, and as the DWT levels are more. To 

select the appropriate word length, the MATLAB 

program is used for writing appropriate code to 

simulate the (9/7) wavelet filter in (FDWT). 

With (FDWT) MATLAB program the Lena picture 

of size (512×512×8) is used as original input image, it 

is analyzed for three levels of decomposition by using 

different word lengths, as shown in the Fig.3. 

 

      
               (a)                                     (b) 

 

    
                (c)                                    (d) 
Fig.3.(a) original image, (b) one decomposition 

level, (c) two decomposition levels (d) three 

decomposition levels. 

 

Simulation results for proposed   

architecture using ModelSim XE III 6.4b 

and Xilinx ISE 10.1 

      
 In order to evaluate the performance of the 

architecture resulting from the proposed scheme, 

we need to make use of certain metrics that 

characterize the architecture in terms of the 

hardware resources used and the computation time. 

A pipelined architecture is implemented and the 

simulation result of that is shown in below figures. 
 

 

Fig.4. RTL Schematic of Proposed Design      

 

Fig.5.Simulation Results for First Decomposition 

Level of DWT 

 

 

Fig.6. Simulation Results for Second 

Decomposition Level of DWT 

 

The hardware resources used for the filtering 

operation are measured by the number of multipliers 

and the number of adders, and that used for the 

memory space and pipeline latches is measured by   

the   number   of   registers. The   hardware   

resources   utilization   is   shown   in   table 2.  
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Table 2 Hardware Resources of Proposed 2D 

DWT Pipelined Architecture 

 

 
 

Fig.8. Timing Constraints for Proposed 2D DWT  

Computation 

 

Table 3 Comparison of Various 2 D DWT 

Architectures 

 
 

6. Conclusion 
 

In order to assess the effectiveness of the 

proposed scheme, pipeline architecture has been 

designed and simulated. The simulation results have 

shown that the architecture designed based on the 

proposed scheme requires the smallest number of 

clock cycles to compute output samples and a 

reduction of at least 60% in the period of the clock 

cycle in comparison to those required by the other 

architectures with a comparable hardware 

requirement. Finally the principle of pipelining 

architecture using lifting scheme with the help of 

booth multiplier was presented in this paper for the 

design of architecture for the 2-D DWT computation 

is extendable to that for the 3-D DWT computation 

using modified Booth Multiplier. 
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