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Abstract-Sign language is a method of communication for
deaf and dumb people. Normally this sign language is only
understood by their family and friends circle alone. So these
hearing impaired people are unable to communicate with
normal people in the outside world. This work improves the
communication between deaf community and normal people
for better social and intellectual life .Hand gesture recognition
system can be used for interfacing computer and human using
hand gesture. Otsu algorithm treats any segmentation
problem as classification problem. Total image level is divided
into two classes one is hand and other is background. A
mor phological filtering method is used to effectively remove
background and object noise in the segmented image. Canny
edge detection technique is used to find the boundary of hand
gesture in image. Fuzzy classifier is used for classification
purpose and it is used to reduce complexity & provides usless
computation time. It leads to work in real time and finally
convert the sign language into text using web cam.

Keywords: sign language recognition, pattern classification,
fuzzy classifier, segmentation, canny edge detection.

1. INTRODUCTION

The sign language is the method of communicatmm f
deaf-dumb people. Sign language is a movement &gegu
which expresses certain semantic information thinoug
series of hands and arms motion, facial expressns
head/body postures. Hearing impaired people hage the
years developed a gestural language where all atkfin
gestures have an assigned meaning. Normally tigis si
language is only understood by their family anderfd
circle alone therefore the Basic communication mnedi
between the deaf-dumb people and an ordinary people
usually needs an interpreter for communication. Eloav,
finding experienced and qualified interpreters tfwgir day

to day affairs throughout life period is a veryfidifilt task
and also unaffordable. So these hearing impairaxplpe
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are unable to communicate with normal people in the
outside world.

In order to avoid such a situation for thdsaring
impaired people one such solution is Human — coerput
interaction system proved to be a reliable and istargt
solution to such persons. The idea is to make coenpu
understand human language and develop a user [friend
human computer interfaces (HCI). Making a computer
understand speech, facial expressions and humaarges
are some steps towards it. Gestures are the ndaaller
exchanged information. A person can perform innaiier
gestures at a time. Since human gestures are yedcei
through vision, it is a subject of great interest domputer
vision researchers. The
paper aims to determine human gestures by creating
HCI. Coding of these gestures into machine language
demands a complex programming algorithm.

Sign language recognition is multidisciplin
research area involving computer vision, image
segmentation, pattern recognition and neural laggua
processing. Sign language recognition is a compshe
problem because of the complexity of the shapelsaofl
and head gestures. Sign language recognition exjtiie
knowledge of hands position, shape, motion, oriema
and facial expressions. A functioning sign language
recognition system could provide an opportunity the
deaf to communicate with non-signing people withthe
need for an interpreter. It could be used to gdaespeech
or text making the deaf more independent. Unfotielga
there has not been any system with these capabifit far.
The aim of this paper is to develop a system witah
classify sign language accurately. So this papkrshbese
physically impaired people using visual fuzzy cofiér for
gesture language recognition system. Fuzzy used as
classifier. Fuzzy classifier is also known as fuzzy
interference system (FIS) and it used to reduceptaxity
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provides us less computation time so this concegudd to
work in real time.

2. EXISTING SYSTEM

Thad starner proposed a real time American Sign
Language recognition system using wearable computer
based video which uses hidden makov model (HMM) for
recognizing continuous American Sign Language syste
Signs are modeled with four states of HMMs whiclveha
good recognition accuracies. Their system work$ kel it

is not signer independent. M.K.Bhuyan used hangesha
and hand trajectories to recognize static and dynaand
signs from Indian sign language. Christopher Led an
Yangsheng Xu developed a glove-based gesture
recognition system that was able to recognize 14hef
letters from the hand alphabet, learn new gesiamesable

to update the model of each gesture in the systeonline
mode, with a rate of 10Hz. Over the years advanpede
devices have been designed such as the Sayre Glove,
Dexterous Hand Master and Power Glove. It is bagsxh
patented optical fiber sensors along the back efitigers.
Star-ner and Pentland developed a glove-environment
system capable of recognizing 40 signs from the raaa
Sign Language (ASL) with a rate of 5Hz.Althroughsth
data glove device works in real time applicatiort the
signers want wear the data glove so this shows
inconvenient to the signers.

3. PROPOSED METHODOLOGY

Normally the recognition pattern is divided intoatw
phases. First phase is training phase (static imagel
another phase is testing phase (dynamic image)thén
proposed method consist of four processing stagesely
image acquisition, preprocessing, feature extractind
classification.

FEATURE
EXTRACTION

IMAGE

PREPROCESSING CLASSSIFICATION

ACQUISITION

Fig 1 block diagram for hand recognition system

First stage is image acquisition stage in whichgesa
are captured at a resolution of 640 x 480 pixele funtime
images for test phase are captured using USB wmalereaof
LG Smart Cam. The images are captured in a higngity
environment directed to illuminate the image soustech
is held at black background so as to avoid shadiects.
The images are captured at a specified distangéicétiy
1.5 — 2 ft) between camera and signer. The distasce
adjusted by the signer to get the required imagetg! In
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image acquisition stage it captures an input im@gmnd
gesture) in digital form.

3.1 PREPROCESSING STAGE

Preprocessing is very much required task to be done
hand gesture recognition system. Preprocessingpbed

to images before extract features from hand images.
Preprocessing consist of two steps Segmentation,
Morphological filtering. Indexed Video frames amsized

to reduce in resolution to lower the processinggtitdere

the resolution from 640x480 to 128x128 image using
interpolation methods. Before segmentation in the
preprocessing stage the captured RGB image must be
converted into gray color image (binary image).
Morphological filter technique is used to removeseoin

the segmented image. Morphological techniques sbo$i
four operations: dilation, erosion, opening andicig.

3.1.1 SEGMENTATION

A very good segmentation is needed to select auadeq
threshold of gray level for extract hand from backmd

d.e. there is no part of hand should have background and
background also shouldn’t have any part of hand. In
general, the selection of an appropriate segmentati
algorithm depends largely on the type of images tued
application areas. The Otsu segmentation algorittes
tested and found to give good segmentation refaitthe
hand gestures and was, therefore, selected. Qysuthm

is- nonparametric and unsupervised method of automat
threshold selection. The segmentation of gray sicasge

of a hand gesture is performed using Otsu thresimpld
algorithm. Otsu algorithm treats any segmentatiablem

as classification problem. Total image level isididd into
two classes one is hand and other is background. Th
optimal threshold value k* is determined by compgtthe
ratio between class variance and total class vegiaffter
determined the optimal thresholkd and hand pixel is
assigned 1" and the background pixels are assignét
thus we get a binary image. A morphological filbgyi
method is used to effectively remove background and
object noise in the segmented image.

On the filtered image apply canny edge atete The
Canny edge detection algorithm is known as thenugdti
edge detector. The first is low error rate. Lowoerrate
means edges occurring in images should not be dhase
that there are NO responses to non-edges. The decon
criterion is that the edge points be well localizbd other
words, the distance between the edge pixels aslfounhe
detector and the actual edge is to be at a minirduthird
criterion is to have only one response to a siegige. This
was implemented because the first 2 were not suiiesta
enough to completely eliminate the possibility odiltiple
responses to an edge.

Based on these criteria, the canny edge detectst fi
smoothes the image to eliminate the noise. It fimts the
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image gradient to highlight regions with high sphti )
derivatives. The algorithm then tracks along thesggons ‘
and suppresses any pixel that is not at the maxirfnan .
maximum suppression). The gradient array is nowhéur 3

reduced by hysteresis. Hysteresis is used to thuig the et
remaining pixels that have not been suppressedektss . T Nepmeintion
uses two thresholds and if the magnitude is belmfirst == E =
threshold then, it is set to zero (made a non edfehe Hands Tracking Hands Tracking
magnitude is above the high threshold, then itriade an = ¥
edge) Feature Extraction I B

Feature Extraction

—

Data Base
Fuzzy Inference System
¥
Text corresponding to sign
Fig (a) Resized image
Fig (b) Edge detection
3.2 FEATURE EXTRACTION STAGE
The edge images are further taken through scanegsoc
and detection phase. The procedure of scan process
includes
i) marking of feature points
i) determination of heights of fingers in ‘UP’ gition is
denoted as maximum peak point
iii) determination of angle between the line joigithe _ .
feature point of ‘UP’ fingers with the referenceirgoand . Fig (c) System architeetur
the horizontal line passing through the referencimtpis Fig (d) parameter of hand gesture

denoted as minimum point.

After the extraction of maximum peak pointda
minimum point of hand gesture. Another feature shap Using these parameter the shape of the hand gestalso
the hand gesture is also determined. Peak point and determined .finally this result to binary imagee(.when
minimum point are determined using reference point  the finger in ‘UP’ POSITION is represented as ‘dathe

(x0,y0).The tip of the finger is measured with m@spto finger in" DOWN’ POSITION is represented as ‘0".naily

reference point. Below fig (d) shows the paramefethe the sign is detected using this binary image. b tdsting

hand gesture. phase the above computed values are compared hgth t
static image in the training phase are classifedgifuzzy
classifiers.

3.3 DATA BASE

Training phase consists of database containindlection

of set of 26 alphabets and (0-9) numeric sign laggu
Totally set of 36 sign language are stored in thmlthse.
Each sign is assigned with codes. During testingsph
(dynamic image) when the signer shows the sigrrimfof
web cam then the sign image captured by the webisam
compared with the database image. Therefore firthily
sign language is discriminated using fuzzy classiiin the
classification stage.
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3.4 CLASSIFICATION STAGE

After the features are extracted these featuresised as
input in a classification algorithm for classifizat. The
goal of classification is to identify characterisfeatures,
patterns or shape of the sign image and use tbedetéct
the sign. Classifier is final stage in sign langeag
recognition system. There are different types a$sifier to
discriminate the sign image one of such classifiethod is
Euclidean distance method. This method is deteminine
calculating the minimum distance. In this paperspras a
Fuzzy classifier to discriminate the images based o
dissimilarity between two images.

3.4.1 FUZZY CLASSFIER

Pattern classification is mainly to recognize thendh
gesture for sign detection. These hand gestures are
classified based on their feature like maximum pgaikt,
minimum point, and shape of the hand gesture. Patte
classification can be done by many methods theyiraear
classifier, support vector machine, Euclidean distabut
here this paper proposes fuzzy classifier to reeegthe

sign based on fuzzy interference system (FIS).

For pattern classification consider Takagieno-
kang (TSK) or simply sugeno type Fuzzy inferencgtey
because the output membership functions are lirgar
constants. Sugeno fuzzy inference system considfiseo
steps, fuzzification of input variables, applyingzty
_and'or _or‘operator, calculating the rule weights,
calculating the output level and finally defuzzifimn.
Many methods are proposed to generate fuzzy rude.ba
The basic idea is to study and generate the optimules
needed to control the input without compromising-th
quality of control. In this paper the generatiorfuazy rule
base is done by subtractive clustering techniqusugeno
fuzzy method for classification video. Cluster @rfound
in the training data points in the feature spaceosgh
neighborhood maps into the given class. Each cluste
center is translated into a fuzzy rule for identify the
class. A generalized type-l TSK model can be dbedrby
fuzzy IF-THEN rules which represent input output
relations of a system. For multi input single outfiust
order type-I TSK can be expressed as IF xi ig @d X, is
Qkand..- and  %is Q. THEN Z is

W=pp +pXg+pXot........ +PXn
Where XXa,.. Xn and z are linguistic
variables;Q«,Qx........ and Q¢ are the fuzzy sets on
universe .Using clustering method features areggdwand
inputs are mapped with the membership functionhaf t
features .Finally the hand gesture is recognizémusizzy
classifier.
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4. CONCLUSION

Sign language recognition system is implemented
successfully in real time application. Several athms
and techniques are involved to give accurate hastiuge
recognition. The aim of the project is to recogrtize sign
language in real time application. The processiepssto
classify a gesture included gesture acquisition,
segmentation, morphological filtering, and feature
extraction and classification technique. Both tirgnand
testing phase sign image are classified using fuzzy
classifier. Fuzzy classifier is used to discrimeate
images based on dissimilarity between two images.
Reduced complexity provides us less computatio® o
that this system will work in real time.

5. EXPERIMENTAL RESULTS

The proposed method is implemented with a set ofi§6
language. Which include 26 alphabets and (0-9) mieme
values of Indian sign language. During real timeethe
signer shows the sign infornt of the web cam tlgi $s
compared with the training phase image and finally
produce output

LR} 9840 0E D

Fig (4.1) Input sign
Fig(4.2) Masked sign image
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Fig (4.3) output sign detected as ‘a’
Similarly all the sign are classified and recogdisesing
fuzzy classifier.
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