Vision Based Hand Gesture Recognition for Indian Sign Language
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Abstract — The task of gesture recognition is highly challenging due to complex background, presence of non-gesture hand motions, and different illumination environments. Gesture recognition is an area of current research in computer vision. Body language is one of the important ways of communication among the humans. Thus, gesture recognition system would be an ideal approach for improving human-machine interaction. This kind of human machine interfaces will allow a human to control a wide variety of devices remotely through hand gestures. The proposed method is a step towards developing a system with less complexity and high accuracy. This paper introduces a hand gesture recognition system to recognize ‘dynamic gestures’ of which a single gesture is performed in complex background. Unlike previous gesture recognition systems, the proposed system neither uses instrumented glove nor any markers. The new barehanded proposed technique uses only 2D video input. Then the obtained motion information is used in the recognition phase of the gesture.
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I. INTRODUCTION

To facilitate efficient human computer interaction many special devices are being used as an interface between human and computer. But still, gestures are powerful means for the communication among the human. Many devices have been developed so that computer vision system would be able to understand gestures. The use of such devices became very familiar but still it bounds the speed and naturalness by which users can communicate with the computers. It became more serious after the evolution of different technologies for example Virtual reality. Many efforts have been carried out for the detection and recognition of faces, palm, emotional expression and hand gestures. Recognition systems plays very important role in many applications such as telemedicine, biometrics and advanced interfaces for Human-Computer Interaction.

Particularly, gesture is nothing but a form of communicative conversation which can be used to impart information among people. Gestures can differ from easy way to more complex way of using hand for verbalize feelings such as pointing an object to more complex one. But to get the meaning of gestures for being used in Human Computer Interaction it’s a big challenge. It requires some means by which gesture recognition process can become easy and efficient for understanding the intended gestures. Gesture recognition process requires features extraction based on which classifier classifies gesture with respect to their respective classes accurately.

Gesture recognition is an area of current research in computer vision. Body language is one of the important ways of communication among the humans. Thus, gesture recognition system would be an ideal approach for improving human-machine interaction. This kind of human machine interfaces will allow a human to control a wide variety of devices remotely through hand gestures. The proposed method in this paper is a step towards developing a system with less complexity and high accuracy.

Automatic gesture recognition has been an active research area in the last decade. The progress in this area can be found in review papers and proceedings of last four international conferences on gesture and gesture recognition. Among various approaches, techniques based on Principal Components Analysis (PCA), popularly called Eigen gestures have played a fundamental role in dimensionality reduction and demonstrated excellent performance. PCA based approaches typically include two phases: training and classification(recognition). In the training phase, a Eigen-space is established from the training samples using the principal components analysis method. The training gesture images are then mapped onto the Eigen-space. In the
In the classification phase, the input gesture image is projected to the same Eigen-space and classified by an appropriate method. Many different methods have been used for gesture recognition, such as the Euclidean distance, Bayesian and Linear Discriminant Analysis (LDA). Unlike the PCA which encodes information in an orthogonal linear space, the LDA encodes discriminatory information in a linear separable space of which bases are not necessarily orthogonal. Researchers have demonstrated that the LDA based algorithms outperform the PCA algorithm for many different tasks.

However, the standard LDA algorithm has difficulty processing high dimensional image data. PCA is often used for projecting an image into a lower dimensional space or so-called gesture space, and then LDA is performed to maximize the discriminatory power. In those approaches, PCA plays a role of dimensionality reduction and form a PCA subspace. The relevant information might be lost due to inappropriate choice of dimensionality in the PCA step. However, LDA can be used not only for classification, but also for dimensionality reduction. For example, the LDA has been widely used for dimensionality reduction in speech recognition. LDA algorithm offers many advantages in other pattern recognition tasks, and we would like to make use of these features with respect to gesture recognition as well.

### II. OVERVIEW OF THE GESTURE RECOGNITION SCHEME

A low cost computer vision system for the gesture recognition that can be executed in a common PC equipped with USB web cam is one of the main objectives of our approach. The system should be able to work under different degrees of scene background complexity and illumination conditions. The real time image is taken through the web cam and the training sets of images are taken from the Marcel database. Then pre-processing of the real time image and the training set of image is done by skin detection. Then the PCA and LDA algorithm is applied to the training sets of images for compressing and analyzing the images, then the KNN classifications is used to classify the real time image with the correct match of the training set of image. The figure 1 shows the block diagram of the proposed Gesture Recognition System.

### III. PROPOSED METHODOLOGY

#### A. PCA Algorithm:

Principal component analysis (PCA) is a mathematical procedure that uses an orthogonal transformation to convert a set of observations of possibly correlated variables into a set of values of linearly uncorrelated variables called principal components. Figure 2 represents PCA algorithm.

![Figure 2: Block diagram of PCA algorithm](image)

#### B. LDA Algorithm:

Linear Discriminant Analysis (LDA) and related Fisher's linear discriminant are the methods used in pattern recognition [22], statistics and machine learning for finding a linear combination of features which characterizes [23] or separates two or more classes of objects or events. Then the resulting combination can be used more commonly, for dimensionality reduction or a linear classifier. Figure 3 shows the block diagram of LDA algorithm.

![Figure 3: Block diagram of LDA algorithm](image)

#### C. KNN Classification:

The k-nearest neighbor algorithm is a classifying method which classifies an object where the majority of the neighbor belongs to. The choice of the number of neighbors is discretionary and up to the choice of the users. If k is 1 then it is classified [24] whichever class of neighbor is nearest.

Typically the object is classified based on the labels of its k nearest neighbors by majority vote. If k=1, the object is classified as the class of the object nearest to it. When only
two classes are present, it is said that k must be an odd integer. However, there can still be ties when k is an odd integer when performing multiclass classification. After converting each image to a vector of fixed-length with real numbers, Euclidean distance is calculated. Figure 4 represents KNN classification.

A. Gesture Meaning : CONCEPT

B. Gesture Meaning : EXCHANGE

C. Gesture Meaning : NO

IV .RESULTS

The system has been trained for three gestures namely: Concept, Exchange, and No. Figure 5, Figure 6 and Figure 7.

V .APPLICATIONS

Hand gesture recognition is been applied in different domains with different applications.

- Hand gesture controlled robot for physically challenged.
- Hand gesture controlled doors and vehicles.
- Hand gesture controlled keyboard and mouse to interact with computer.
- Gesture controlled appliances like air conditioner.
- Sign Language Recognition: For the deaf and dumb people to communicate through the sign language.
- Robot Control: Controlling the robot using gestures for example, “one” means “move forward”, “five” means to “stop”, and so on.
- Television Control: Controlling the volume, changing the channels etc can be done for using the gesture recognition.
- 3D Modeling: Building the 3D models by showing the models through the hand gestures.

VI. ADVANTAGES

1. The system successfully recognized static and dynamic gestures. Could be applied on a mobile robot control.
2. Simple, fast, and easy to implement. Can be applied on real system and playgames.
4. Training for human is not required.

VII. CONCLUSION AND FUTURE WORK

This project developed a system that can recognize real time image based on the features we extracted from the training database using Principal Component Analysis and Linear Discriminant Analysis algorithms. These were classified using K Nearest Neighbor. There are few reasons for poor performance of testing data.

In future, gesture recognition can be improvised for sentences, which leads to a better communication between normal people and dumb/deaf people.
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