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Abstract— With the ever increasing growth seen in the field 

of computing, processing large sized files has become possible. 

The network technologies which are bound by the constraints 

involving the physical transfer medium have difficulties 

transferring such large sized files. This research is aimed at 

exploring various methods of data compression and 

implementing those methods. These techniques also provide a 

certain level of security to the compressed file. There are five 

image-based approaches and one statistical approach. These 

approaches usually convert any file into binary string, perform 

the compression operation on the binary string and then convert 

the binary string back to a file (compressed file). The reverse 

procedure is followed at the decompression side. 

Keywords— Data compression, image-based compression, 

statistical redundancy removal 

I.  INTRODUCTION 

Data compression algorithms [1], [2], [3] are designed to 
reduce the size of data so that it requires less space for storage 
and less bandwidth for transmission over communication 
channels of limited bandwidth. An additional benefit of 
compression is that it decreases the size of information to be 
transmitted, hence minimizing the errors. It can be of two 
types: 

1. Lossless Data Compression, where the algorithm usually 
exploit statistical redundancy to represent data more 
concisely without losing information, so that the process 
is reversible. Though generally used in compression of 
text-based data, some lossless compression algorithms 
[5], [6] and standards [4] are also popular for image 
compression. 

2. Lossy Data Compression, which is the converse of 
Lossless Data Compression. In such schemes, some loss 
of information is acceptable. Dropping non-essential 
details from the data source can save storage space. 

The basic principle of compression involves transforming 
the data contained in a file into a format which requires lesser 
storage space than the original form. For efficient compression 
we need to implement an excellent data structure and an 
efficient algorithm to compress and decompress the source 

and compressed data respectively, thus optimizing the trade-
off between the size reduction and the computation time. 

The techniques explained in this article has a different 
touch to it. Various possibilities of converting a normal file to 
image file and applying compression to those image files are 
explored. Existing image compression algorithms have not 
been used to compress those image files. The compression 
algorithms are developed to provide lossless compression in 
images. 

 In this article, we introduce 6 different approaches to 
achieve compression. The first 5 approaches are image-based 
compression and the last approach is based on removing 
statistical redundancy in data. The basic idea behind 
compressing a file was to convert any file to its corresponding 
binary, applying the compression technique on the binary file 
and save the compressed binary as a compressed file. On the 
decompression end, read the compressed file and express it as 
binary, apply decompression algorithm on binary and convert 
the decompressed binary to the original file. 

II. APPROACH – 1 

The idea behind this approach is to create multiple 

matrices and fill it with the binary string obtained after 

conversion of the file to binary. These matrices can be 

represented as multiple images. This approach aims to 

superimpose all those images obtained from all the matrices 

and create one single image which will be very much smaller 

in size. 

While theoretically implementing this algorithm, it was 

noted that adding bits in matrices was easy, but extracting the 

same bits from addition was complicated. 

Example 1. If 0+1+1 = 2, then how do you identify 

whether 2 = 011 or 101 or 110 

III. APPROACH – 2 

In this approach, we divide the binary string in 24-bit 
strings, which are later represented as a 24-bit integer. Now, 
each 24-bit integer is used to represent an RGB color, where 
bits 16-23 represent the red component, bits 8-15 represent the 
green component and bits 0-7 represent the blue component. 
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These 24-bit strings are converted as RGB color and stored 
in a matrix. This matrix is then converted into a color image. 

Example 2. The file used for testing is Vuze.exe which is 
72008 bytes file. The following image was obtained after 
compression. 

 
Figure 1 - Vuze.exe compressed using Approach 2 

This compressed image is 60061 bytes file. It can be seen 
that the file was compressed up to 11947 bytes, which is about 
16.59% compression. It was later noted that the approach did 
not work for larger files. This was because the file size of the 
image does not remain constant. The compression percent 
decreases as the file size goes on increasing. 

IV. APPROACH – 3 

The problem in Approach 1 was that the extraction of bits 

from the summation of bits was difficult. As a solution to that 

problem, it was decided that we create a set of rules to extract 

the bits from the summation. 

In this approach, we define color schemes for 2 layers, 

where each bit {0,1} is colored. 

Example 3. Consider the binary string “00010011”. We 

write it in a matrix form as: 

      

Now, we define color scheme C1 for matrix M1 as 

 

 
For matrix M2, we define color scheme C2 as a lighter 

version of color scheme C1 

 

 
When we combine color schemes C1 and C2, we get a new 

color scheme C3 as follows 

 

 

 

 
Combining the matrices M1 and M2 results in 

 
This matrix is then converted to image. 

At the decompression end, we subtract the obtained color 

from color scheme C2 

 

 

Since, the color  goes out of range, it is not valid. 

Hence, the decoded string will be 00, where both the colors 

are matched in C1 and C2. 

The main idea behind this approach was to compress a file 

hierarchically, i.e. if the basic binary creates 16 matrices, then 

two color schemes will convert 2 matrices into 1 matrix and 

thus resulting in 8 matrices. This method will be followed till 

we get 1 matrix in the end, which will result in one image of 

very small size. 
The problem with this approach was that maintaining and 

storing all color schemes was tedious. Also, after a certain 
level, the colors get exhausted after creating several schemes. 

V. APPROACH – 4 

In this approach, the binary file is split into S-bit string 

each. Then we create a matrix of size M, where 

 
We convert each S-bit binary string into an integer and 

then we spread it in a color. 

Example 4. Consider an S-bit integer as 36854. 

 

 

 
Now, we can represent the S-bit number 36854 as a color 

component (246, 143, 0). With the help of these colors, we 

create an image. 

At the decompression end, 

 
All the S-bit numbers are converted to strings and 

concatenated in proper order, giving us the original binary 

string, which is then converted to original file. 

In case, the color exceeds (256*256*256), then we create 

multiple images, i.e. creating a new matrix. 

Example 5. The file Vuze.exe of 72008 bytes was used to 

test this approach. 

 
Figure 2 - Vuze.exe 

(a) compressed file – 1 

(b) compressed file – 2 

The compressed file 1 and 2 combined are 58219 bytes, 

which shows a compression of about 19.15%. But it was later 

noted that for larger files, the compression percent decreases. 
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VI. APPROACH – 5 

This approach is a slight modification to Approach 4. The 

concept used in this approach is Java Advanced Imaging – 

Multiband Images [7]. These multiband images follow 

Portable Network Graphics (PNG) standard [4]. In a 

multiband image, a single image contains multiple bands. So, 

instead of having 3 separate images, we create 1 image with 3 

bands, hoping it would reduce the file size. 

But unfortunately, the file size doesn’t decrease much. 

Although, it did help with reducing the number of files. 

Example 6. Considering the same file used in Approach 4, 

the following images were obtained. 

 
Figure 3 - Vuze.exe 

(a) compressed file – 1 

(b) compressed file – 2 

The compressed files 1 and 2 combined are of size 54993 

bytes, which is 23.63% compression. Although, this holds 

true that this algorithm works better than Approach 4, it does 

not solve the problem of Approach 4. Approach 2, 4 and 5 all 

compress files, but the compression percentage decreases as 

the file size increases. It was later noticed that this was due to 

the headers of the image files. Thus, the approach style was 

migrated from image-based to statistic-based. 

VII. APPROACH – 6 

This approach is based on a property of ex-or and negation. 

Ex-or operation is performed on consecutive bits of the 

binary string. Whenever the result obtained is ‘1’, the next 

position is stored. These positions hold the significance of 

negating the bit on the decompressing end. The first bit, last 

bit, total number of bits and the resultant bit along with the 

list of positions are sent as a compressed file. 

On the decompression end, ex-or operation is performed 

between the last bit and the resultant bit and result is stored in 

the second-last bit. Now, if the second-last bit is stored in 

position list, then we negate the bit and store it as resultant 

bit. Otherwise, the resultant bit is same as second-last bit. 

Now, ex-or is performed between resultant bit and second-

last bit. This process is done till it reaches the first bit. The 

result obtained is the track of all resultant bits. 

Example 7. Consider an example where the data is 

{0110110110} 

 

 

 

TABLE I.  APPROACH 6 – COMPRESSION METHOD 

Positio

ns 
1 2 3 4 5 6 7 8 9 10 

 0 1 1 0 1 1 0 1 1 0 

  1 1        
3   0 0       
    0 1      
     1 1     

6      0 0    

       0 1   

        1 1  

9         0 0 

          0 

First Bit = Last Bit = 0 

Resultant Bit = 0 

Total Bits = 10 

Positions = 3, 6, 9 

At the decompressing end, the information above is used to 

retrieve the original data back. 

TABLE II.  APPROACH 6 – DECOMPRESSION METHOD 

          

1 2 3 4 5 6 7 8 9 10 

0 1 0 0 1 0 0 1 0 0 

0 1 1 0 1 1 0 1 1 0 

 

While implementing, it was observed that the positions 

need to be efficiently stored. Best case scenario is that no bits 

ever change. But, that would mean that all the data bits are 0, 

which is impossible. Worst case scenario is that if all the bits 

get changed, sending all the bit positions would be expanding 

the file rather than compressing it. 
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VIII. STATISTICAL ANALYSIS 

The following table provides the statistics and comparison of 

all the approaches mentioned above. 

TABLE III.  ANALYSIS OF ALL THE APPROACHES 

No. Disadvantages 
Compression 

Ratio 

#1 Decompression could not be achieved NA 

#2 

 Compression Ratio is irregular. 

 Technique is static. 

 Padding of bits is necessary when binary 

string is not a multiple of 24. 

70.3 kB = 
16.59 % 

2.98 MB = 

1.28 % 

#3 

 Compression Ratio irregular. 

 Storing of colour schemes at sender 
requires complex data structures. 

 Requires high computation time. 

 Color Scheme is limited to 256x256x256 

colors. 

 Sending the database of color scheme 
stored in it to the receiver requires 

separate management. 

70.3 kB = 

-20.07 % 

2.98 MB = 

computationa
lly expensive 

#4 

 Compression Ratio decreases with 

increase in file size. 

 This technique is very expensive 
computationally. 

 Extra padding needs to be added, which 
is irregular and varies depending on the 

distance between all the colours in the 
matrix. 

70.3 kB = 

19.15 % 
2.98 MB = 

1.6 % 

#5 

 This technique was aimed at reducing the 

number of extra images created due to 

padding. 

 The disadvantages of Approach 4 were 
still observed. 

 Anomalous compression ratio. 

70.3 kB = 

23.63 % 
2.98 MB = 

0.11 % 

#6 

 Sending positions in an efficient way is 
complicated. 

 More positions being changed means less 
compression and vice-versa. 

 Worst case scenario: If the last bit 
changes, then the file doesn’t compress. 

This case happens often. 

70.3 kB = 0% 

2.98 MB = 
0% 

IX. CONCLUSION 

Each of the proposed approaches can be further researched 

to develop full-fledged algorithms. Appropriate choice of 

data structures for storing and managing the color schemes 

for image-based approaches (1-5) has the potential to further 

improve their performance and decrease the high 

computational cost. Traditional compression algorithms can 

also be used along with these approaches in implementation 

of compression system to reduce the file size and thus help 

reduce the compression time. 
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