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Abstract— Traditional models for predicting future sales of a 

product or service are based on previous, not updated data, 

resulting in unsatisfactory and inaccurate forecasting results, 

meaning that the data used as inputs to the forecasting process is 

stable and not dynamic during the forecasting process. 

The research aims to leverage social media data by extracting 

features from Facebook platform (features are reactions to 

posts) and using them as input to the automated forecasting 

system to try to predict corporate revenues. 

Machine learning algorithms have been trained to predict 

returns according to pre-stored data and can be updated on 

demand, which means that the proposed forecasting system will 

work in a dynamic environment. 

The following algorithms were used to predict the profitability 

of new services and the one with the highest accuracy was 

selected: (Random Forest, DT, Gradient Boosting, K nearest 

neighbors, NB). 

The results showed that Random Forest algorithm is the one 

with the best accuracy, with an accuracy of 67%, and a slight 

correlation was observed between the interactions on the target 

post and the profitability of the service within the post.  

Keywords— Machine learning, social media 

marketing, classification (Random Forest, DT, K nearest 

neighbors, NB), sentiment analysis, Facebook graph API. 

I. INTRODUCTION

Predicting the profits of service companies has been studied 

for years with different methods and tools, studying the past to 

understand the present and anticipate the future. On the other 

hand, companies have started trying to reach the target 

audience via social media, where platforms such as Facebook, 

Twitter and Instagram allow users to express their thoughts 

and opinions through the buttons on the platform. 

Therefore, many companies and business strategists consider 

social media an important area and are constantly trying to 

figure out different ways to increase their profitability using 

the data extracted from it [1], as the importance of social 

media in business grows very rapidly as the number of people 

who join and use social media sites regularly increases. 

As button is a part of interactions available to users, it can be 

used directly to identify users' feelings and emotions, and it 

can help determine satisfaction with the post in social media 

[2-11]. 

Social media marketing is not a new trend, and is a way to 

help companies easily reach targeted customers. Social media 

marketing can be defined simply as using social media 

channels to promote a company and its products [3-4]. 

Some researchers consider social media  marketing to be one 

of the basic components of marketing, and it is a tool for 

analyzing and knowing customers' behavior and an 

opportunity to learn about their desires to analyze and try to 

achieve them, and this is done by establishing relationships 

with customers and providing them with the opportunity to 

express their opinions in the development of the company's 

products[5-12]. 

Social media can provide unlimited information about 

customers without human intervention, this is an advantage 

over other forms of communication because the amount of 

information that can be provided is much larger than any other 

form of communication, in addition, a company that adopts 

social media marketing can allow customers to design 

products and services that meet their specific requirements, for 

example"[13-14]. 

II. RELATED WORK

Research [6] "Using social media and machine learning to 

predict financial performance of a company", stated that 

traditional models to predict future sales of a product or 

service depend on past and not up-to-date data, which provide 

unsatisfactory and inaccurate forecast results.  

Another research predicted the profitability of a film using 

social media data via film-related input parameters such as 

actor, director, writer, etc. [7]. 

This study includes three key components (data collection, 

advance data processing, Data Mining), and this project 

follows a mathematical model of the k-NN algorithm used in 

the classification and results obtained from the project were 

observed close to IMDB classifications. 

On the other hand, research [8] took advantage of internet 

data such as the number of online product reviews, the 

number of comments, the number of answers to questions 

asked and the evaluation of customer review, and then these 

data were entered into the forecasting system in order to 

predict product sales in an online environment. 

Chavan et. in [9], handled profit forecasting in a different way 

through the training of machine learning algorithms (Linear 

Regressor, K-Neighbors Regressor, Xgboost Regressor, 

Random Forest), with data collected from previous grocery 

store sales. The data consisted of variables such as item 
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weight, item fat content, item shape, item type, and random 

Forest's algorithm has the highest accuracy with 93%. 

In research "A machine learning-based approach to enhancing 

social media marketing" [10], researchers examined social 

media data analytics using machine-learning tools, this 

approach used the WEKA environment to develop a social 

media marketing strategy. 

The proposed model (ML-SMM) includes the concepts of 

social media marketing and machine learning, and integrates 

the WEKA machine-learning tool to predict online consumer 

behaviour to ensure effective marketing. 

Based on these previous studies, it was noted that the data 

used are static non-dynamic data and the current research will 

try to solve this problem by relying on constant and variable 

data. 

The research is based on collecting data from the company's 

posts via Facebook platform, training machine-learning 

algorithms on this data, comparing them and selecting an 

algorithm with the highest accuracy, to try to predict the 

profitability of a new service through interactions on the post 

of this service via Facebook. 

 

III. PROPOSED MODEL 

(Figure .1) depicts our research methodology, the 

first stage is data collection (numerical data and text data), 

the numerical data are the interactions which users interact on 

company's posts, in addition to the profit feature which 

expresses the profitability of services advertised through the 

company's posts, and text data are  number of comments 

(about 4500 comments). 

 

Comments classification system will be trained (using NLP 

techniques) on text data, this system will determine the 

percentage of positive comments within the posts to complete 

the system database. 

System inputs are interactions (likes, haha...) + comments 

positivity percentage + profitability of services, and system 

output is a numerical value (one to six), where value 6 

expresses higher profitability. 

The next stage is to train prediction algorithms on the system 

database and compare them to determine the best algorithm 

to be able to correlate interactions with the profitability of the 

service in the post. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Figure 1. The proposed framework for predicting  

new service profit 

 

IV. IMPLEMENTATION 

 

A. COLLECT DATA 

 

a. NUMERICAL DATA COLLECTION 

The data will be extracted from each post 

published by the company and contains a service, 
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product or offer offered by the company for a period 

from 2021 to 2013, and  data collected via Facebook 

graph api. 
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Figure 2. Numerical data 

 

 

b. TEXT DATA COLLECTION 

 

Text data are the texts (comments) written by users on 

Syriatel's page posts. 

 

The textual data are 4,550 comments, compiled in one file, 

and then these comments were classified into three sections 

[positive (1), negative (0) and neutral (2)], and this was done 

manually on the 4550 comments where each comment was 

classified into one of the sections, and then comments 

processed through several techniques (Text pre-processing). 

 

Classification algorithms were trained on these comments to 

select the best model and build a model that can determine 

the positive percentage of comments written on posts. 

 

 

i. COMMENTS CLASSIFICATION 

The goal of classification is to predict accurately the 

target class for each case in the data, to achieve this goal 

we perceptually split comments dataset into two disjoint 

sets 80% training set and 20% test set, training set used to 

build the model and test set used to validate it. 

There are many types of classification algorithms, and we 

will go to use (Random Forest, Support Vector Machine, 

Stochastic Gradient Descent, 

K nearest neighbors, and Ensemble: Random Forest, and 

KNN). 

 

ii. COMMENTS CLASSIFICATION   

                          EXPIREMENTS 

Comments classification algorithms will be compared 

across different metrics to choose the most accurate 

algorithm: 

Accuracy: The basic metric used to evaluate the model is 

often accuracy, describing the number of correct predictions 

on all predictions. 

Recall: is a measure of the number of positive cases correctly 

predicted by the classifier, for all positive cases in the data. 

 F1-Score: A measure that combines precision and recall, 

generally described as the consensual average of both. 

Training results as shown in (table .1). 
 

Table 1. Text classification algorithms training results. 

 

 

As shown in (table .1), Random Forest is the best 

algorithm to classify comments. 

(Figure .3) shows testing the model on three 

different sentences. 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Figure 3. Examples of classifying different comments 

 

 

Let's assume that the 3 sentences in (figure .4) are 

comments on a post, the system will return a value 

of 0.33 as the proportion of positive comments from 

the number of total comments.  

 

B. NEW SERVICE PROFIT 

 

Initially, the numerical data has been combined with 

the percentage of positive comments within each post. 

All features of the data set are presented in (Figure .4). 

By using machine-learning algorithms, we try to 

implement a predictor model for the Telecom Company. 

Model Accuracy F1-Score Recall 

Random Forest 85 % 81.7% 82.3% 

Support Vector 

Machine 
83.1% 83.2% 81.2% 

Stochastic Gradient 

Descent 
65.7 % 65.5% 62.7% 

K nearest 

neighbors 
75.4 % 73.4% 71.4% 

Ensemble: Random 

Forest, and KNN) 

 
83.8 % 

 
83.7% 

 
81.7% 
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Now we have a data set, and by pre-processing and 

feature selection, we divide the data set for training and 

testing. For these algorithms, we have made some feature 

engineering to have more efficient and accurate results. 

(Here we divided data into 70% - training, 30%-testing). 

We used five algorithms to know which will provide us 

with results that are more accurate: (Random Forest, DT, 

Gradient Boosting, K nearest neighbors, NB).  

We used the same dataset to train all models and tested it 

out to get the results. 

 

 

 

 

 

 

 

 

 

A. Selecting a Template (Heading 2) 

First, confirm that you have the correct template for your 

paper size. This template has been tailored for output on the 

A4 paper size. If you are using US letter-sized paper, please 

close this file and download the file “MSW_USltr_format”. 

B. Maintaining the Integrity of the Specifications 
 

 

 

 

 

Figure 4. Full Data Set. 

 

V. EXPERIMENTAL RESULTS 

We performed several experiments on the proposed 

profit prediction model using machine-learning algorithms on 

the dataset 

The result obtained from the algorithms are shown in (table 

.2), where we can observe the accuracy obtained by using the 

algorithms. 

 
Table 2. Predicting profit s algorithms training results 

 

Random Forest (RF) is a useful algorithm that suite 

for classification and can handle nonlinear data very 

efficiently. RF produced better results and better accuracy 

and performance compared to the other techniques. 

We can observe the results obtained when using the Random 

Forest technique (Figure.5) and NB (Figure.6). 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Figure 5. Classification report of Random Forest. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Figure 6. Classification report of NB. 

 

Real values can be compared with the predicted 

values to evaluate the performance of the algorithm's, (figure 

.7) and (figure .8) show the predicted value and real value of 

random forest algorithm and Decision Tree algorithm for 22 

samples. 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

 

 

 

 

 

 

 

 

Figure 7. Comparing predicted value and real value of random 

forest. 
 

 

Model Accuracy F1-socre Recall 

roc_ 

auc_ 

score 

Random 

Forest 
67 % 66% 66% 0.75 

DT 48 % 48% 47% 0.50 

Gradient 

Boosting 
63 % 62% 63% 0.60 

K nearest 

neighbors 
59 % 58% 59% 0.55 

NB 35 % 34% 37% 0.35 
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Figure 8. Comparing predicted value and real value of Decision tree. 

 

 

 

Then to get the final decision by the system about the 

profitability of the service within a criterion of 1-6, a file 

containing the value of interactions on the selected post is 

sent to the Random Forest model and the output is as shown 

in (Figure .9). 

 

 

 

 

 

 

 

 
Figure 9. Predicting profit of new service 

 

Previous results showed that Random Forest 

algorithm is the algorithm with the best performance with an 

accuracy of up to 67%, and the ROC_AUC value is 0.75, 

which means a good ability of the model to distinguish 

between the classes when predicting the value of a class, in 

addition to its superiority in the values of (F1-score) and 

(Recall). 

 

From the results, we conclude that: 

• The number of data qa is relatively small with 690 

records. 

• The reason for the low accuracy is due to the nature 

of the target community and the nature of the 

studied company, since there is no clear difference 

between the interaction obtained on publications 

with high-profit and low-profit services. 

• There is no real correlation between the service's 

profitability and the interactions on the post 

containing the service. 

For example, there are services whose profitability 

rating is 2 and some is 6, but are very similar in the 

number of interactions on posts when they are 

promoted in the company's Facebook posts. 

• We conclude from the previous point that there is 

some randomness due to the appearance of the post 

for multiple categories of users and not only the 

target group of the service provided. 

All categories consider the company's Facebook post 

as a way of expressing their problems and asking 

page admins about various complaints and not 

necessarily expressing their opinion about the 

service provided in the post. 

 

VI. CONCLUSION AND FUTURE WORK 

The importance of profit forecasting will help many 

companies, especially in the telecommunications 

industries, to increase its income and achieve good 

revenues. 

Social media is an environment that includes a huge 

amount of data, which, if taken advantage of, provides 

very important information about the market and users. 

The research focused on the possibility of predicting the 

profitability of telecom company's new services through 

machine learning technologies, data processing and 

taking advantage of the data provided company's 

previous posts via Facebook. 

Text and numerical data were collected, to take 

advantage of every detail of the post, and machine-

learning algorithms were trained on the text data to help 

determine the overall orientation of the comments on the 

post. 

In the last step, machine-learning algorithms were 

trained to try to find a link between the interactions of 

the post containing the service and its profitability 

obtained from Syriatel. 

Several algorithms were chosen for comparison between 

them, due to their applicability and versatility in this type 

of application (Random Forest, DT, Gradient Boosting, 

K nearest neighbors, NB). 

By using Random Forest, we will get more accuracy 

comparing other algorithms. 

A possible improvement in the future to improve the 

accuracy of the system and obtain better results, is 

increasing the number of data used, and to look for a 

possible relationship between the type of post (photo, 

text, video), with the interactions obtained by the post 

with the profitability of the service within the post. 
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