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Abstract— There is no indication of an interruption in the
development of the wireless communication system, which
requires ever-increasing data transfer rates. The demand for
ever-increasing data rates from more and more mobile users has
grown exponentially. To meet these data rate requirements, the
wireless industry has already specified an increase in data rates
up to the 3 Gbps level for next generation wireless
communication systems. Thus, each of the communication blocks
involved in a physical layer of a wireless communication system
must support such higher data rates. Turbo codes are widely
used in wireless communication systems to provide reliable
information transfer and provide near-optimal error rate
performance. However, the inherent iterative decoding process
limits the decoder turbo to a higher data rate or higher rate. In
this work the improvement of the flow and the energetic
efficiency of a turbo-decoder is investigated, using the
optimization on the architectural and algorithmic level.

A new ungrouped MAP decoding technique has resulted in a
deep channel MAP decoder. We have also proposed an add-
compare-select (ACS) architecture, which includes a
standardization method for the status metric and has the shortest
delay for the critical path. With these high speed MAP decoders,
a fast and energy efficient parallel turbo decoder is developed
that is compatible with 3GPP LTE and LTE-A for wireless
communication. It was synthesized and simulated after layout in
CMOS technology finally; the proposed turbo decoder design is
implemented on FPGA and tested in a communications.

Keywords— Data Rate, wireless system, optimam errorrate, MAP
Decoder , LTE, GBPS, CMOS technology.

INTRODUCTION

1.1 Background

Evolution of such wireless connections Communication
technologies from the second generation (2G) to the third
generation (3G) has seen an increase in the speed of data
transfer and predicted more than 3 Gbps for the next
generation wireless communication standards. To, to Each
communication block is associated with the physical layer of
the wireless communication The system must process data at
this speed.
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Wireless communication has always been in the field of
communication The huge area, because it often faces great
challenges. For example, how to recover data at high speed
Transmission through wireless networks, delivery of audio and
high definition video, Voice quality and the expansion of
broadband data services. The channel decoder is an integral
part of the wireless communication system and responds to it
saber for reliable data communication.

A channel decoder for which turbo codes are used Error
correction offers excellent bit error rate performance and has
created this code Generally accepted by different wireless
communication standards 3G data peak rates and the 4G
wireless communication standards that include turbo codes for
error correction are 3GPP-LTE (third generation partners).ship
project - long-term evolution) the wireless standard has the
highest peak data rate between 3G standards In a similar way
to the ITUR specification (international telecommunication).

Communications Sector of the Communications Union) for
4G, 3GPP LTE-Advanced technology Supports a maximum
data rate of 1 Gbps On the other hand, it is the inherent
iteration the decoding process limits the turbo decoder to
process data with a higher data rate. brilliant Much work is
being done on the design of faster turbo transmitters or data
through put implementations have achieved revenues of up to
2.2 Gbps However, the wireless industry has already focused
on milestone performance of more than 3 Gbps the next
generation of wireless communication standards. That is why
our research goal It is based on the design of the turbo efficient
decoder that can withstand such high performance for future
wireless communication systems.

1.2 System Overview

The latest developments in DCS design are based on software
algorithms instead of dedicated hardware. In a typical
communication system, all processing is done in the digital
domain. The digital transmission with analog transmission is
not available for data processing and is not available. The
main features of DCS provide a waveform of a set of possible
finite waves over a fixed period of time, but waves can take
any shape for an analog communication system. The purpose
of the receiver is to define a waveguide waveform.
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A basic overview of wireless communication system

Here the diagram shows the upper block at the end of the tip
end of the receiver, a signal transmitter in the courtyard. an
analog system in the source data and the data processing
system, an analog signal source compatibility between
courses. It is difficult to get rid of the source data compression
coding. Do not, however, it is entirely false, not upon any new
users of encryption the secret of her message. Detection and
correction of errors in the channel programming data bits are
added to the case. The faith on the information taking into
account increase the complexity of the decoder . There are
many different approaches to the wide variety of sources; it is
given to the source of the communication of the signals that
they are fully to mix.

Carrier wave in that system that signal distorted for frequent
shrill sound it produces. Very often, the pulse modulation
block is typically included filtering to minimize the
transmission bandwidth. Standards turned into binary code,
and pulse modulation (PCM). The next step of great
importance to give an address of Marcus applications for
which is he that betrayed baseband modulation waveform
frequency from the band pass of the thick, go to the toilet only
on the upper is primarily associated with. He will take the
signal processing steps, which are reversed transmitter to the
receiver.

2. PROPOSE DESIGN

Basic transmitter and receiver schematic representations of the
wireless communication device that's used for 3GPP-
LTE/LTE-Advanced standards are shown in Fig.2. Practical
blocks are divided as digital baseband module, analog-RF
module and MIMO (multiple inputs multiple outputs)
antennas. In digital baseband module of the transmitter,
sequence of data bits United Kingdom eight k =1, 2,3 ..... ng
are processed by numerous sub-modules and are fed to the
channel encoder. For each data bit of sequence Uk, a
systematic bit xsk as well as parity bits.

Xplk and xp2k are generated by channel encoder using
convolutional encoders (CEs) and QPP inter leaver (i). These
Encoded bits are more processed by remaining sub modules;
finally, the output- digital information from baseband are
regenerate into quadrature and in-phase analog signals by
DAC. Analog signals fed to multiple analog RF modules are
up-converted to an RF frequency, amplified, band passed and
transmitted via MIMO antennas, that transform RF signals into
electromagnetic waves for transmission through wireless
channel.

At the receiver, RF-signals provided by multiple antennas to
analog-RF modules are band-pass filtered for extraction of
desired band of signals. Then, they're low noise amplified and
down converted into baseband signals. Later on, these signals
are sampled by ADC of the digital baseband module where
numerous sub modules process such samples and are fed to
soft demodulator. It generates a-priori LLR values sk, ,plk
and p2k for the transmitted systematic and parity bits,
respectively, and are fed to turbo decoder via serial-parallel
convertor
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Fig : Basic block diagram of transmitter and
receiver used for wirelessnetwork

3.1 TURBO CODE

The generic form of a turbo encoder consists of two encoders
separated by the interleaved. The two encoders used are
normally identical and the code is systematic, i.e., the output
contains the input bits as well. Turbo codes are linear codes.
Linear codes are codes for which the module sum of two valid
code words is also a valid code word. A “good” linear code is
one that has mostly high-weight code words. The weight or
Hamming weight of a code word is the number of ones that it
contains, e.g., the Hamming weight of code word ‘000’ and
‘101” is 0 and 2 respectively. High-weight code words are
desirable because it means that they are more distinct, and
(1thus the decoder will have an easier time distinguishing
among them. While a few low-weight code words can be
tolerated, the relative frequency of their occurrence should be
minimized.

The choice of the interleaved is crucial in the code design.
Interleave is used to scramble bits before being input to the
second encoder. This makes the output of one encoder
different from the other encoder. Thus, even if one of the
encoders occasionally produces a low-weight, the probability
of both the encoders producing a low-weight output is
extremely small. This improvement is known as interleave
gain. Another purpose of interleaving is to make the outputs of
the two encoders uncorrelated from each other. Thus, the
exchange of information between the two decoders while
decoding yields more reliability. There are different types of
interleaves.
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3.2 Algorithm

The two main algorithms in the SISO component decoder,
They are MAP decoding and SOVA decoding. The MAP
decoding algorithm is a posteriori Opportunities (App). The
SOVA decoding algorithm is based on ML probabilities. Both
algorithms use an iterative technique to achieve the decoding
performance. The MAP algorithm can Exceed SOVA
decoding by 0.5 dB or more.

The MAP algorithm checks for many possible paths through
Convolutional decoder grid, so it looks too complicated
application in most systems. The MAP algorithm is complex
because there are a large number of multiplied and exponential
indicators. The log file MAP algorithm performs all
calculations access. In recently the uses of the Max Log Map
algorithm for decoding increase so much. Now the commercial
operator the three algorithms MAP, LOG-MAP and MAX-
LOG MAP algorithms were compared theoretical and practical
and the best algorithm for high Debit is the preferred MAX-
LOG MAP algorithm. Four Parameters are set to find the exact
a posteriori probability for the received block. These are
sectorial indicators, State metric before, metrics and
probability of a logo.

3.3 The Wireless System

RF-based OFDM transmission systems both in-phase and
quadrature components are transmitted; in optical systems it is
not possible to relay phase information. The optical carrier is
at THz frequency not allowing the signal demodulation due to
technological restrictions. Because of this physical restriction,
we had to apply a modification to the frequency spreading
block of the overall system. An IFFT process performs the
frequency spreading for the OFDM scheme generating 1/Q
components. The modification at the IFFT process is a
generalized modification of the original function:

X(n) =X(n)=1Nk=0N-1XKkej2Nkn

where X(k) represents the amplitude and phase of the different
signal components arriving from the BPSK/QPSK mapping
block by parallelizing the complex components carried out
from the mapping block (e.g., QPSK 16-QAM) we mirror
them, introducing DC components for separation, by reversing
the complex-conjugated symbols. As a result a stream of real-
valued samples is generated, corresponding to an intensity
modulation at the optical source allowing the fast and accurate
demodulation of the transmitted signal.

X(K) = DC,a+bi, c+di,....DC, . .
Y(K)=ABC,...,S.

., c—di,a—bhi,

The orthogonal frequency division multiplexing is widely used
in wireless RF communication systems and our goal is to
adapt and investigate the performance of such a modulation
scheme to the wireless optical physical layer. An optical test
bed has been implemented in order to allow further evaluation
of the simulated system in real conditions. For this reason, we
have integrated optical components in an optical laboratory
bench as an optical interface and furthermore we have

emulated the entire system with a vector signal generator from
Agilent technologies.

The wireless optical system is designed to explore, mainly, the
physical layer performance of the transmission rather than the
actual protocol stack of a network. The evaluated system is
presented. For the transmission part, a text file was chosen,
broken-up in bits and mapped to subcarrier modulation
schemes according to transmission requirements. The
subcarriers modulation schemes can be BPSK, QPSK or 16-
QAM in every number range from 4 to 512. After the
mapping process, the symbols are driven to a serial-to-parallel
block and introduced to the IFFT spreading process, The
result of this process is amplitude modulation transmission as
we are not able to have coherent schemes in wireless optical
systems.

All this process is driven by custom software and the samples
are downloaded to the Agilent vector signal generator where
we can introduce the desired sampling rate and also further
amplification if necessary. Once the samples are loaded to the
generator, we are choosing the sampling rate, in our case
10MHz. The output of the signal generator is interfaced to a
laser driver which biases the 650 nm laser diode. In order to
stabilize the laser diode, we have used temperature controllers
keeping the temperature at 25 degrees centigrade.

4. CONCLUSION

In this paper, turbo decoder has This paper focuses on the
VLSI style side of high-speed MAP decoders that are the
intrinsic building- blocks of parallel turbo decoders. For the
LBCJR algorithm employed in MAP decoders, we've
bestowed an ungrouped backward recursion technique for
the computation of backward state metrics. Unlike the
conventional decoder architectures, MAP decoder based on
this system was extensively pipelined and retimed to attain
higher clock frequency. In addition, the state metric
normalization technique used within the suggested design of
ACSU has achieved a reduced critical path delay.
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