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Abstract—Roads are the most common mode of
transportation. People generally choose their private vehicles or
public transport for daily commute. The habit of using private
vehicles has caused an increase in the number of vehicles. This,
along with industrialization has exacerbated the problem of
traffic congestion especially in urban areas. Hence, there is a
need to manage this problem by making the traffic signals
dynamic in nature and improving the road navigation systems
by predicting the dynamic traffic flow. In this paper, we have
proposed a solution which uses RetinaNet and Long short-term
memory for traffic prediction. RetinaNet uses the data from
CCTV traffic cameras to detect the vehicles and classify them.
This data is then stored along with the time stamp and speed of
the vehicles in a file. After the required feature engineering is
done, this file is used by the LSTM model to predict the traffic
volume by learning the sequences of observations.

Keywords— RetinaNet, Long short-term memory, OpenCV,
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I INTRODUCTION

The issue of traffic has turned out to be exceptionally
grave during the most recent decade particularly in enormous
urban areas and on highways connecting different cities.
Traffic jams are serious and conspicuous during the times of
heavy traffic. As a result of industrialization and urbanization,
the living standard of people has increased. This improved
way of life inside urban areas has aided people to use their
private vehicles as opposed to public transport which results
into increase in number of vehicles. In India, since 2000, the
road length has increased by 62.2%, but on the counterpart the
number of vehicles has increased by a staggering 416.5%.
Thus, there is gigantic increment in traffic. This situation has
given birth to various other issues. One now as to devote more
time in traveling than few years back because of traffic which
not only increases the utilization natural resources in terms of
fuel but also causes air and noise pollution. Likewise, growing
traffic is also responsible for various health problems such as
irritation, stress, anxiety, migraine and numerous other
medical problems. Even the number of accidents due to traffic
has also increased. In India, 78% of accidents are caused by
carelessness of the driver and almost two-thirds of accidents
take place between 9 A.M. to 9 P.M. These evil impacts are
unwanted and consequently consideration is required towards
this issue. Simply changing to public transport isn't sufficient.

There is a better and an intelligent solution to solve this
problem. The traffic signals that control the system are static
in nature, they are tuned by past traffic information they are
not dynamic enough to change as per the current flow.
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Because of this the city still requires traffic police officers to
manage smooth traffic flow during peak hours. Traffic
information that we gather through various identifiers such as
cameras are dynamic furthermore, non-stationary and hence
expressing the tally of vehicles with higher certainty is a
challenging task. Consequently, to solve this issue we have
proposed a model that uses RetinaNet for vehicle detection
and classification and Long short-term memory (LSTM) for
time series prediction, which uses the dataset of Omaha and
Oklahoma traffic cameras to detect vehicles with high
accuracy and anticipate the traffic flow in future. With the
help of this model we can analyze the traffic flow during
various times of a day, on weekends or on any particular time
of the year. Because of this traffic signals can be synchronized
according to the traffic to guarantee the smooth progression of
by and large all traffic of the city.

Il. RELATED WORK

Kim et al. [1] proposed a model that composed of LSTM
and a CNN, which were used for extracting temporal features
and image features. The proposed hybrid model outperformed
other single models. For vision-based traffic management,
Ernst et al. [2] proposed an airborne wide area traffic-
monitoring system called LUMOS. An infrared camera was
installed on an aircraft to capture and analyse videos from a
height of 600 m. For street view traffic surveillance, camera
can be installed at either lateral or overhead viewpoint. The
lateral- view cameras preserve car shapes better but are more
subject to visual occlusions. Shafie et al. [3] developed a smart
video surveillance system for vehicle detection and traffic
flow control. Their algorithm was tailored to lateral view and
the accuracy decreased with an increase of the camera view
angle. Their reported false detection rate was 5.81% (or
12.31%) when the camera view angle was 10 (or 20) degree.
On the other hand, the overhead-view cameras offer
information over multiple lanes but provide less detail on the
shape of individual vehicle. Tai and Song [4] counted vehicles
by examining a detection window based on a modified
histogram. Kiratiratanapruk and Siddhichai [5] computed the
optical flow and tracked vehicles between two horizontal
detection lines to estimate the traffic flow. In the case of
traffic congestion, vehicles moving close to each other tend to
combine into a single object in camera perspectives because of
visual occlusions. More et al. [6] proposes the use of Artificial
Neural Network for controlling road traffic. It also emphasis
on use of Jordan sequential network for predicting the future
values, depending upon past and current data. Rahman et al. [7]
used machine learning techniques to analyze pedestrian and
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bicycle crash by developing macro-level crash prediction
models. They developed decision tree regression (DTR)
models for pedestrian and bicycle crash.

I1l.  PROPOSED SYSTEM

This paper proposes the prediction of traffic volume using
LSTM [8] to extract the temporal features of the traffic flow.
For achieving high accuracy, features including the speed,
category of the vehicle and day of the week are used. The
proposed system is divided into four modules:

e Extracting Frames: In this module, the input video that is
extracted from the publicly available traffic cameras of
Omaha and Oklahoma is read frame by frame by using
OpenCV. Each individual frame is then used as an input
for the modules that follow.

e Vehicle Detection: The input from the previous module is
used to determine the boundary box of the vehicles that
are present in the frame. The detection is done using
RetinaNet [9] detector. In this module, the vehicle is also
classified into one of the following categories: Car, Truck,
Bike.

e Vehicle speed detection: In this module, the speed of the
vehicle is determined using the difference in the position
of the detected vehicles in the individual frames.

e Applying LSTM: The output of the previous modules is
augmented with further information about the variables
like the day of the week, time stamp and written into a file
for further processing. This file is then utilized by the
LSTM model for the prediction of the traffic volume over
a period of eight minutes.
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Fig 1. Work flow
IV. DATAINPUT

The data is obtained from the publicly accessible cameras
of Omaha and Oklahoma. These cameras capture traffic at
several crossroads in the city. They capture the road traffic 24
hours a day, 7 days a week. The cameras have a frame rate of
around 20 frames per second and resolution of 352x240. For

each camera, the data from 4 cameras was collected for a
period of six weeks.

V. WORKING

Detection Model: The dataset consists of congested traffic
conditions, low light conditions and a small amount of noise
which implies that the detection algorithms need to have a
strong classification scope to achieve accurate results. This
encouraged us to use RetinaNet which is a one-stage detector
and achieves state of the art performance while outperforming
two-stage detectors including Faster RCNN [10]. It is a
composite network which consists of a backbone network and
two sub-networks.

RetinaNet utilizes the Feature Pyramid Network [11] that
is built on top of ResNet as its backbone. Feature Pyramid
Networks are built in a fully convolutional manner that can
take an image of a particular size and output feature maps that
are proportionally sized. Doing this reduces the computational
cost as different scales of the same image or using multiple
feature maps prove to be sub-optimal. The output feature
maps are produced at multiple levels where the higher-level
feature maps cover a bigger portion of the image and hence
are used for detection of larger objects. Whereas, the lower
level feature maps are used to to detect smaller objects.

The first subnet is the classification subnet which is a FCN
attached to the FPN levels. It is responsible for predicting the
probability of the presence of object for A anchors and K
object classes. It consists of four 3x3 Conv layers with 256
filters that are followed by RelLU activations. Another 3x3
Conv layer with KxA filters is applied which is followed by
sigmoid activation.

The second subnet is a regression subnet which is attached
to the feature maps of the FPN in parallel to the classification
subnet. It is similar to the classification subnet except the last
Conv layer is 3x3 with 4A filters.

The RetinaNet loss function consists of two terms for
localization and the other one for classification. It is written as:

L= Mloc + Lcls (1)

where A Is a hyperparameter for controlling the balance
between the losses. The regression loss can be defined as:

Lioc =Y jetxywhny Smooth s (P ' =Tj') )
Where

0.5x 2 for [x|<1

smooth L1 (x) = (3)
IX| - 0.5 for|x|>1

As the smooth L1 loss is less sensitive to outliers, it does not
suffer from exploding gradient problem when regression
targets are not bounded.

The classification loss is a variant of the focal loss and can be
defined as:
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Figure 2: RetinaNet Architecture

L)c)ls:—Z i=tk (Vi log(pi )(1—pi) 'ai +(1=yi)log(1-pi )p’i(1—a

(4)

Where k = number of classes, yi is 1 if ground-truth belongs
to ith class, p ;i indicates the predicted probability of the ith
class, v is a focusing parameter, o is a weighting parameter.

The focusing parameter v is introduced to reduce the reduce
the effects of class imbalance. o is added to address the
imbalances in the classes. It can be set as inverse class
frequency or the weighting factor a for class 1 and 1-o for
class -1. The focusing parameter is used to decrease the losses
of easily classified examples. As the value of increases, the
network focuses training more on the hard examples.

Feature Engineering: Feature engineering is the process of
utilizing domain knowledge to create and manipulate features
to increase the predictive power of machine learning models.
It is one of the most important steps in solving a machine
learning problem as better features will lead to the
development of a more accurate model.

In our dataset, there exists a relationship between the time
stamp and the number of vehicles. The time stamp format
(DD-MM-YYYY HH:MM) makes it difficult for algorithms
to establish an ordinal relationship. So, we need to extract the
parts of the time stamp into different columns which are more
informative for the model. So, we create four features:

e Date [1-31]

e Month [1-12]

e HourOfDay [0-23]

e MinuteOfHour [0-59]

The other features of the dataset are:

Traffic Flow Prediction: Recently, Recurrent Neural Networks
and Long Short-Term Memory have been applied very
successfully to time-series forecasting tasks. The road traffic
possesses periodic characteristics as the traffic is likely to be
higher during commuting hours or if it is a weekend. Similarly,
the traffic flow will be lesser during midnight or early
morning. So, in order to predict the flow of traffic in a certain
window, the information of earlier windows is vital as

the general patterns of traffic for each day are similar. In this
paper, we have developed a LSTM based traffic estimation
model that captures the temporal dependencies of the data.

LSTM is chosen over RNNs as they suffer from
vanishing/exploding gradients problem. LSTM does not suffer
from these problems as it is able to forget previous values and
update new memories.

Input
Modulation

Gate
Xy —i—
hl.l : ~ ”
LST™M
Fig 3. LSTM cell

There are three gates that are used to determine whether
the current value has to be forgotten (forget gate ft), the input
has to be read (input gate it) or whether the new cell value has
to be output (output gate ot). There is a input modulation gate
ct. The gates and cell update are defined as follows:

e Traffic Flow: Number of vehicles passing the Region Of Fe=o(WxiXe+Whihr) ®)

Interest per hour. fo=0(Wxxt+Wnth,.—;) (6)

e Speed: The sp(_aed of the idgntified vehicles yvhich is 0t=0(WxoXt+Wnohrs) 7)
calculated using the location of the vehicle and 3

performing image subtraction. ~Ct= (Wi Xe+ Wieh 1) ®)

e Weekday/Weekend [0-1]: Value indicating whether it is Ce=fr.Crutiv. ~Cy ©)

the weekend or a weekday. hi=0+. p(ct) (10
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Here, the W matrices are the network parameters. The
equations express a multivariate time series with N variables
of size T where x = (X1, X2, ..., Xxn ) and X represents the t-th
observation of all variables.

C. Experimental Results:

LSThW Structure Training Error Walues Test Error Values

Hidden Mo, of
Layers neurons RMSE MIAE REMSLE RMSE MIAE EMSLE

4 16 .44 4 36 062 554 405 0.56

4 32 £.43 4 35 0.65 561 4 08 0.56

=] 16 &.65 4 35 0.58 581 4 06 049

=] 32 &.62 4 35 0.6 579 4105 045

Table 1 Structure: The structure of the LSTM network directly

VI. ANALYSIS

In this section, the details of model training, measurements,
results and experimental discussion is provided.

A. Training the network:

The LSTM network used in our experiments is composed
of hidden layers whose size is 32. The analysis of the number
of hidden layers included is in the following section. The
activation function used for the hidden layers is tanh function.
The parameters are initialized uniformly over the region of [-
1.00,1.00] [12]. Adam’s algorithm has been used for
optimization as the traffic data is noisy and Adam’s algorithm
is effective on noisy data. The execution is terminated after 15
epochs have been completed. The window size for the LSTM
taken as 8 after to incorporate the previous observed values of
traffic. The batch size is taken to be 32 and the rest of the
hyperparameters are tuned using cross-validation.

B. Evaluation Criteria:

We have used the Root Mean Square Error, Mean
Absolute Error, 2g Error to measure the

accuracy of the ¢ rE 5w
U=
RMSE = zj"—l("r—i‘h) (11)
n
MAE = (12)
2?_1 |y — 4]
15 Y )2
aMsLE = V¥ Dot (log(z:) — log(y:)?. 3

influences the accuracy of the predictions [13] as shown in
Table 1. Hence, it is important to determine the best structure
for the LSTM network. As shown in the table, 4 hidden layers
and 32 number of neurons in hidden layers provide maximum
accuracy.

The RMSE of LSTM model is 5.61 on the test dataset
which represents a very competitive prediction. The below
plot (Fig 4.) shows the predicted values for the training as well
as test data and compares it to the truth values.

Moreover, to further illustrate the advantage of using
LSTM over other algorithms, an Artificial Neural Network
was trained on the same features and the same data. The RMS
Error obtained by this method was 12.48. This shows that
LSTM networks are a very powerful tool when the temporal
dependencies of time-series data need to be acquired.

VII. CONCLUSION

In this paper, we worked on the problem of traffic volume
prediction with data from traffic surveillance cameras. We
successfully extracted the road traffic information which
included the speed and categories of the vehicles using the
state-of-the-art RetinaNet detector. After performing feature
engineering, we incorporated a LSTM model which was used
for forecasting the traffic for short-term as well as long-term
periods. This system predicted the traffic with a very
competitive root mean square error of 5.61 which indicates
that the system can be used effectively in real life scenarios.
It has several possible uses including optimization of traffic
signal times at crossroads and as a backend route calculator
for navigation systems.

Comparison true vs. predicted training / test
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Figure 4
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