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Abstract— Data is mostly stored in digital format rather 

than hard copy because the former is safer, more secure, smaller 

in size, and faster to retrieve than the latter. With the increasing 

number of electronic documents to be organized for users to 

obtain knowledge and integrate information, document 

clustering has been applied by grouping textual documents 

based on their similarities. Many attempts have been made to 

perform textual document clustering with highly accurate 

results (i.e., close to nature classes) and high processing 

performance. However, such proposed techniques work in batch 

(or static) mode in which performance tend to be sacrificed with 

the use of all the terms in the document, at times resulting in 

overlapping or scalability issues. Few studies that focus on 

dynamic clustering also reported on performance issues. This 

paper contributes in the investigation of textual document 

clustering approaches and highlights the importance of using 

dynamic clustering in mining frequent terms with included 

named entity. This method is used to achieve high efficiency and 

high-quality data clustering. The method is also beneficial to be 

used in textual document clustering algorithms for many text 

domain applications. 

Keywords- Document Clustering, Frequent Term, Named Entity, 

Dynamic Textual Clustering 

I.  INTRODUCTION  

Nowadays, digital work has increased at a high rate due to 

daily activities that depend on it. Digital work is stored in 

digital documents for easy and quick data retrieval. Digital 

documents are also more secure than hard copies [1]. With 

the massive amount of work covered by textual documents 

such as news articles and conference papers, they have 

become a basic source of knowledge [2]. However, users 

frequently encounter difficulties in obtaining knowledge from 

textual documents because of the massive amount of data 

they contain. Thus, textual document clustering (or text 

clustering) technique was introduced in the area of text 

mining. Textual document clustering, also known as text 

clustering, is the process of clustering or grouping of textual 

documents according to their content. The two important 

main goals in document clustering are achieving high 

performance or efficiency and obtaining highly accurate data 

clusters that are closed to their natural classes or textual 

document cluster quality. Traditional methods of textual 

document clustering can be categorized into partitional or 

hierarchical document clustering approaches [3-9]. Both 

approaches do not entirely achieve efficiency and data cluster 

quality. In the partitional approach, the clustering process is 

fast and is thus efficient. The accuracy of the data cluster, 

however, is not very good, especially when the textual 

document is large. Meanwhile, hierarchical document 

clustering produces much better data clusters than those of 

partitional methods. However, the approach is time 

consuming, rendering its performance as not much better than 

that of the partitional method. 

Hierarchical document clustering outperforms partitional 

document clustering in the representation of textual document 

in multiple-level topics. Partitional approach represents 

documents in only one level topic. Generally, both methods 

have many issues that include the predefined number of 

clusters that the user must identify, requiring the user to have 

prior knowledge regarding the data [10]. The algorithms of 

both methods are also not scalable. Data become highly 

dimensional when the clustering involves a large collection of 

documents [11]. Finally, overlapping can occur when textual 

data belong to more than one textual data cluster.  

Given these issues, many attempts had been made to come 

up with soultion by reducing terms [11-14] and by producing 

quality clusters [15-17]. Majority of the proposed methods 

are static or  known as batch mode, in which textual 

documents are gathered prior to clustering. Studies that focus 

on dynamic and incremental methods are limited, especially 

those that aim to produce “good” quality data clusters. This 

paper extend of our work in [18, 19] investigates textual 

document clustering methods and highlights the importance 

and differences between the dynamic and static textual 

clustering. In addition, this paper shows the significance of 

using both frequent terms and named entities as a combined 

method for textual document clustering. Furthermore, this 

paper emphasizes on using the semantic (or synonym) of 

frequent terms can produce good quality data clusters.  

The rest of this paper is organized as follows. In Section 2, 

related studies are discussed. Section 3 compares static and 

dynamic textual clustering algorithms. Section 4 presents 

similarity measures, frequent terms, and named entities. The 

results and discussion are presnted in section 5. Finally, the 

conclusion is presented in Section 6. 

II. RELATED STUDIES 

This section presents textual document clustering 

algorithms, which can be categorized into two main textual 

document approaches, namely, traditional and modern . 

 

A. Traditional Textual Document Clustering approaches 

In the traditional textual clustering approach, clustering 

algorithms are categorized into partitional and hierarchical. 
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Partitional clustering algorithms are centroid-based clustering 

based on a center point and on a group surrounding data 

objects (data points). The most popular algorithm in this 

category is the k-mean algorithm [8]. The main idea of the k-

mean algorithm is that a group of data objects is based on the 

distance between the center and the data objects (or data 

points). Many variants of the k-mean algorithm are 

introduced to overcome its weaknesses that affect the quality 

of data clusters. 

In Hierarchical Clustering Algorithm (HCA), clusters are 

connected in the form of a hierarchy tree that is represented 

in nodes. The father node is the main node and the child 

nodes are the branches. Thus, the hierarchy tree provides 

meaningful clusters for textual documents. HCA has two 

types, namely, Agglomerative Hierarchical Clustering (AHC) 

and Divisive Hierarchical Clustering algorithms. AHC is the 

best traditional approach because it provides users with 

sufficient knowledge about the content of the textual 

document. An experiment by Steinbach  et al. [3] shows that 

the Unweighted Pair Group Method with an Arithmetic Mean 

used in AHC is the distance measurement in producing 

quality clusters. AHC uses the top-down strategy, whereas 

Divisive Hierarchical Clustering algorithms use the bottom-

up strategy. Generally, partitional approaches outperform 

hierarchical approaches in terms of efficiency, while 

hierarchical approaches outperform partitional approaches in 

terms of textual cluster quality [20]. Thus, the bisecting k-

mean approach is a mix of the two produces results [3] that 

bisecting k-mean approach outperforms both hierarchical and 

partitional approaches.  

The most popular textual-document clustering algorithm is 

the Scatter/Gather algorithm [7]. Scatter/Gather is used for 

searching or browsing system documents through text-based 

methods. The proposed system assists the ordinary user in 

obtaining relevant information by providing specific 

information. Then the system performs iterative clustering 

which is based on the two main processes, namely, the 

Buckshot and the Fractions systems. Normally, all traditional 

approaches suffer from many issues such as the predefined 

number of clusters, non-scalability, high dimensionality, and 

overlapping [10, 12, 21].  
 

B. Modern Textual Document Clustering Approaches. 

Traditional approaches suffer from high-dimensional data. 

Thus, modern textual document clustering approaches had 

been introduced and are categorized into three categories, 

namely, frequent-term [11, 12, 22-25], semantic-based [16, 

17, 26] , and entity-based [13, 15, 27, 28] approaches. The 

Frequent Term-Based Clustering (FTC) approach was 

introduced by Beil  et al. [11]. FTC begins by generating a set 

of frequent terms from the text document (or database) using 

the Apriori algorithm [29] then extended to Hierarchical 

Frequent Term-Based Clustering (HFTC) to represent data 

clusters in hierarchical view. However, HFTC is not scalable 

and is unsuccessful in the clustering process if the collection 

of documents is large. Thus, Fung et al. [12] introduced 

Frequent Itemset-based Hierarchical Clustering (FIHC) to 

overcome drawbacks of HFTC. FIHC reduces the number of 

frequent items by selecting frequent items that are greater 

than the minimum fraction of the document. 

Chen et al. [23, 24] introduces a Fuzzy Frequent Item-set-

Based Hierarchical Clustering (F2IHC) in order to improve 

the clustering quality of FIHC. By using fuzzy association 

rules mining, it is easy to realize  a relation and integrate 

linguistic terms [24]. F2IHC consists of three stages, which 

are Document Pre-processing, Candidate Clusters Extraction 

and Cluster Tree Construction, as shown in Figure 1. Many 

attempts had been made based on frequent terms, such as by 

selecting only the Maximal Frequent Set [14, 30], the 

Sequence Frequent Term Set [1], and the Maximal Capturing 

Frequent Set [25].  

 

 
 

Figure 1: General View of clustering process [16] . 

So far, all o the mentioned approaches treat textual data 

similar to a bag of words that are subsequently weighed 

according to Term Frequency. However, Shehata et al. [26] 

noted that frequency is insufficient for textual document 

clustering. In addition, such methods do not consider the 

semantic relationship between textual documents. Therefore, 

Shehata et al. [26] [17] propose Conceptual Term Frequency 

as a concept-similarity measure, focusing on the semantic 

structure of a sentence verb argument rather than based on 

word weight. However, a term (verb argument) can be 

significantly relevant to a sentence but more related to a 

document. Thus, in 2009, Concept-Based studies were 

enhanced using WordNet [31] to produce highly accurate 

textual document clusters. While focusing on the same 

concepts as [34], [36] developed the Frequent Concepts-

based Document Clustering (FCDC) algorithm. FCDC can 

cluster a document based on concepts and a set of 

semantically related words using the WordNet database. In 

contrast, Huang  et al. [32] introduced the Bag of Concepts to 

discover the conceptual relationship between two documents 

based on mapping using Wikipedia [33].  

In the named entity-based approach, Montalvo et al. [15] 

noted that the content of news documents should answer six 

questions: Who, Where, What, Why, How, and When. Thus, 

answers to these questions should contain a name entity. A 
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method for multilingual document clustering was developed 

by Montalvo  et al. [27] using cognate-named entities for 

bilingual clustering (English-Spanish) of online news articles 

with the application of a fuzzy logic set to determine the 

percentage of similarity between named entities and textual 

documents. Similar to the approach of [15], [28] proposed a 

document-clustering algorithm based on fuzzy rules. The 

proposed algorithm determined a semantic relation between 

entities to solve the disambiguation problem of similar 

entities by identifying features of named entities, which 

consist of three parts, namely, name, type, and identifier. The 

algorithm focused more on the geographical information of 

the named entities to show that the mentioned name belongs 

to a city, mountain, river, and so on.  
 

Table 1:A comparison between the textual document clustering 
approaches 

 

Table 1 demonstrates the comparison between the textual 

document clustering approaches. The traditional approaches  

use all words in textual documents that affect the efficiency 

and quality of clusters. The efficiency and quality of clusters 

in modern approaches outperform the traditional approaches 

due the high dimensional of data reduced and semantic of 

words introduced.   

III. STATIC AND  DYNAMIC TEXTUAL 

DOCUMENTS CLUSTERING 

Static textual documents clustering performs taskes in a 

batch mode. Batch mode is a method of gathering all 

documents for later clustering. This clustering method is time 

consuming and affects the performance of a system [34]. 

Suchh batch mode is suitable for documents that do not 

increase in number or those that only have a one-time 

process. however some textual documents continue to 

increase in number due to daily life activities, such as online 

news articles. We therefore dynamic clustering for such data 

is required. 

Dynamic clustering for traditional approaches, such as 

partitional or hierarchical textual clustering, affect the 

performance of a system because of the following three main 

issues: predefined number of clusters, high dimensionality, 

and data cluster quality. Regarding high-dimensionality 

issues, traditional approaches use all terms in the document. 

The clustering process is thus repeated every time and is time 

consuming. Data cluster quality can also affect the 

performance during the clustering process because of the 

term used in textual documents. Moreover, the predefined 

number of clusters is another challenge because the user 

needs to have sufficient prior knowledge about the data to 

determine the number of clusters.  

 The modern approach of  textual document clustering is 

much better than any of the traditional approaches because 

modern approaches do not require a user to enter the number 

of expected data clusters as an input parameter. In addition, 

modern approaches focus on reducing the number of terms or 

words that represent the textual document, which also 

reduces dimensionality of the data. Unfortunately, most 

modern approaches lack of dynamic clustering for frequent 

terms. This paper, shows the importance of using frequent 

terms and named entities as a clustering similarity measure. 

In addition, the semantic of terms are investigated along with 

the frequent terms that occur in textual documents.  

IV. FREQUENT TERM AND NAMED ENTITY 

    In order to produce high-quality document clusters, a 

process of clustering or grouping of textual documents based 

on rules is formulated. A similarity measure rule is used to 

discover the relationship between two textual documents. In 

traditional approaches, this rule is known as the distance 

measure, which is the distance between data points. Many 

distance measures had been proposed, such as cosine 

similarity, Edlidean distance, Manhattan distance, and 

Maximum distance [35].  

In modern approaches, the distance measure is called a 

similarity measure. In order to introduce  a good similarity 

measure, we should know the structure of the textual 

document. The structure of textual documents is represented 

by several paragraphs. A paragraph consists of more than one 

sentence. A sentence consists of several words. Words can be 

repeated in textual documents. Repeated words are called 

frequent terms. Modern approaches focus on frequent term 

similarity measures [11, 12], maximal terms [14, 30], 

sequence frequent terms [1], Closed Interesting Itemsets [36], 

semantic of terms [16, 17], or named entities [15, 28]. All of  

these approaches do not consider the integration of the named 

entity and frequent terms. Overlapping  is frequently word 

occurrence between data clusters. In addition, if the collection 

of textual document is large, the number of frequent terms 

will increase and the problem of high dimensionality will 

reappear. Moreover, named entities are usually found in the 

textual document, especially in news articles.  

This research, we introduce a new similarity measure 

based on maximal frequency of frequent terms and on all 

named entities found in the textual document. A named entity 

is the name of a person, location, or organization. Thus, the 

use of frequent words or their maximal frequency according 

to the minimal support words and named entity is called a 

Clustering Frequent Set (CFS). CFS is useful in the textual 

documents clustering process. Obtaining the semantic of 

frequent terms from the WordNet database [31] will also 

improve the quality of data clusters. 

V. RESULTS AND DISCUSSION  

The dataset is a sample of the textual documents used to test 

the proposed approached, this dataset is the benchmark. The 

dataset of a classic dataset. Classic datasets contain abstracts 

Approach Traditional Modern 

Method 
Partition

al 

Hierar

chical 

Frequent 

Term Semantic 

Named 

Entity 

Performance 
Poor Good 

Very 

Good 

Very 

Good 

Very 

Good 

accuracy 
Good Poor 

Very 

Good 

Very 

Good 

Very 

Good 

Terms 
ALL ALL Frequent Frequent 

Named 
Entity 

semantic No No No Yes No 

Literature [3, 7] [1, 4, 11, 15, 17, 25] 
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of papers and are classified into four classes, namely, CACM, 

CRAN, CISI, and MED. This dataset contain a general 

information about academic papers . Table 2 show  

 
TABLE 2 

Summary Of Dataset textual data structuring 

Dataset No of 
doc 

No of 
classes 

Max class 
size 

Min 
class 

size 

Avg. 
class 

size 

Classic 7095  4 3203 1033 1774 

 

Textual data structuring, linking and organizing processes 

link structured and unstructured textual data in textual 

databases. A user can find relationships between unstructured 

textual data by using such linking processes. The process of 

linking is achieved after structuring and organizing the 

unstructured textual data. The processes of converting textual 

files from unstructured to structured form by extracting 

important terms from the files. These terms are Named-Entity 

and Frequent-Term. For Named-Entity, all possible terms that 

represent the Named-Entity is considered important elements 

in extracting textual data. As for Frequent-Term which 

frequently appears in textual documents. 

 
The experiments conducted to evaluate the textual document 

structuring and linking inside the textual database. Thus, the 

manner of structuring such data with the proposed approched 

evaluated by comparing the structuring approach of 
the information extraction technique. This evaluation 
performed based linking. linking is used to determine the 

relation between textual documents. In this experiment , the 

information extraction methods are used to compared its 

results of structuring textual unstructured data  with TVSM 

model, due to it most common way of managing unstructured 

textual data.  
 

TABLE V  

Comparison of  F-measure between IE methods and TVSM- Classic 

Dataset 

 
IE TVSM 

Minimum Support Minimum Support  

 
1 2 3 4 1 2 3 4 

CAC

M 0.25 0.17 0.1 0.002 0.28 0.47 0.27 0.21 

CISI 0.43 0.21 0.12 0.067 0.24 0.31 0.22 0.58 

CRA
N 0.037 0.15 0.005 0.062 0.58 0.18 0.37 0.37 

MED 0.34 0.33 

0.003

4 0.037 0.27 0.5 0.21 0.11 

 

 

 

 

 

 

 

 

 

FIGURE 2 : Comparison of the IE -classic. 

 

FIGURE 3 : Comparison of the proposed approch -classic. 

 

 

Figure 2 and Figure 3 shows the maximum F-measure of data 

clusters created by using IE and proposed approch , 

respectively. The best maximum F-measure can be realized 

when a minimum support is two and three words for both 

methods. The F-measure for a data cluster created using 

proposed approch  is better than that created using IE 

 

VI.     CONCLUSION  

In this paper, we presented the significance, importance, 

and difference between dynamic textual document clustering 

and batch (or static) mode. We also presented a clustering 

process based on the semantic of frequent terms and named 

entities. The proposed clustering process will improve the 

quality of data clusters that will provide users with 

knowledge about the content of a document as well as 

produce a close textual data cluster to natural classes. 

Additionally, dynamic textual clustering improve the 

performance of a system and of the clustering process. By 

contrast, traditional approaches encountered many issues 

during clustering such as high-dimensional data, a predefined 

number of clusters, non-scalability, overlapping, and poor 

quality clusters. These issues are partially resolved in modern 

approaches. However, quality and efficiency remain critical 

issues. Moreover, majority of studies focused on batch mode 

clustering, while dynamic textual document clustering was 

found significant for system efficiency.   
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