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Abstract—Intrusion is an illegal act of accessing or 

monitoring a system without proper authorization. Intrusion 

detection is of prime importance as intrusion can have 

catastrophic effect on the security of the victim system. Probe 

attacks, Denial of service attacks, Remote to local attacks and 

User to root attacks are the four main types of intrusions. KDD 

CUP 1999 is the fundamental data set widely exploited for 

evaluating the performance of intrusion detection methods.   

Keywords— Intrusion Detection; Data Mining; NSL KDD; 
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I.  INTRODUCTION 

In the current scenario where the attacks on the computer 
networks are escalating at a fast pace, intrusion detection is 
inevitable to safeguard the information systems. Intrusion 
detection is basically a two-class classification predicament 
which is capable of distinguishing between intrusions and 
normal connections [2].  

A. Four main classes of intrusions 

There are predominantly four classes of intrusions namely 
DOS, Probe, R2L and U2R attacks [2]. 

 A denial of service attack (DOS) is any type of attack 
on a network to debilitate the server from providing 
services to its clients and there by revoking the ability 
of accessing a system from its authorized users. In 
Denial of Service attacks, the attacker makes some 
network so much occupied and busy that it will not be 
able to handle legitimate requests. 

 Probe attack is a type of attack in which the intruder 
scans a network to harvest data for detecting 
vulnerabilities that may be exploited in the future. 

 Remote-to-Local (R2L) attack is an attack in which the 
intruder forwards packets to a system over a network to 
exploit system's weakness to attain local access as a 
user. As a result, the intruder secures the privileges that 
a local user would have on the computer. Thus the 
vulnerabilities of the system get exposed. 

 User-to-Root (U2R) attack is an attack in which an 
intruder, with access to a normal user account on the 
system, gains root access to the system. In short, the 
intruder would be exploiting his access to the system as 
a normal user in order to gain super user privileges. 

Upcoming sections of this paper are constructed as follows: 
The benchmark datasets used for evaluating the performance of 
intrusion detection systems is being showcased in section II. 
Section III explains the basic methodology for intrusion 
detection. In section IV, an insight into various techniques 
prevailing for intrusion detection is presented. Followed by 
section V that elaborates on the measures available to figure 
out the efficiency of a given technique. Section VI concludes 
the survey. 

II. DATA SETS 

KDD CUP 1999 is the standard de facto data set that is 

extensively used in evaluating intrusion detection techniques 

[7]. It incorporates 41 features which are classified into three 

classes. This database accommodates records attacks that 

assembled into four classes of intrusions and one class of 

normal connections [2]. KDD CUP data set has been strongly 

criticized for its shortcomings [6]. KDD CUP data set contains 

redundant records in the training set that misleads the 

classifiers. The presence of duplicate records in the testing set 

misdirects the learning algorithms. Duplicate records prevent 

the learning algorithms from learning about infrequent 

records. KDD CUP'99 data set is not an ideal representative of 

the prevailing real networks but due to lack of availability of 

real time and public data sets for intrusion detection systems, 

it is applied as a benchmark data set to assist the researchers 

working on intrusion detection systems.  

 
In [6], NSL-KDD data set has been proposed which 

comprises of selected records of the KDD CUP'99 data set. 
NSL-KDD data set overcomes several limitations of the KDD 
CUP data set. It does not incorporate redundant records in the 
training set as a result the classifiers will not become biased 
towards the frequent records. It does not encapsulate duplicate 
records in the testing sets so the performance of the learners 
will not get biased by the methodologies which exhibit 
improved detection rates for frequent records. The cardinality 
of the records corresponding to each difficulty level group is 
inversely proportional to the percentage of records in the 
original KDD CUP’99 data set. As a result, the classification 
rates of different machine learning methods vary in a wider 
range and this makes NSL KDD data set to perform a precise 
assessment of distinct learning techniques. 

NSL KDD data set embodies reasonable number of records 

in both training and testing sets. Hence the experiments can be 
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executed on the complete data set rather than randomly 

selecting a portion of the dataset which leads to comparable 

and consistent results. Even though NSL KDD CUP data set 

overcomes several shortcomings of KDD CUP’99 data set, 

still it cannot be considered as a ultimate representative of real 

networks due to presence of few shortfalls as mentioned in [8]. 

Compared to KDD CUP'99 data set, NSL KDD can be 

preferred to analyse the effectiveness of intrusion detection 

System in the absence of real time data sets [9]. 
 

Static datasets like KDD Cup’99, NSL KDD are 
immutable, outdated and they cannot be scaled. So a data set 
that represents realistic network traffic is vital to deal with 
network patterns and intrusions that are constantly evolving. 
ISCX 2012 is a dynamic, alterable, scalable, reproducible and 
labeled data set that captures network interactions completely 
and incorporates distinct intrusion scenarios to characterize the 
evolving intrusion patterns [10]. It includes network activities 
for a period of 7 days. 

ISCX 2012 data set is constructed on the basis of profiles. 
Profiles comprises of extended descriptions of intrusions and 
abstract representative models for applications or protocols. 
Profiles can be exploited to generate real traffic. In short, ISCX 
2012 data set can be considered as a true representative of real 
network traffic. 

III. BASIC METHODOLOGY 

Basic methodology of majority of the intrusion detection 
techniques consists of three or four phases. Firstly, an apt data 
set must be selected for experimentation. Secondly, pre-
processing is done on the selected data set. Thirdly, Feature 
extraction is done for dimensionality reduction by selecting the 
most productive records from the data set. Feature extraction is 
followed by an optional feature selection, where optimal 
subsets of features are selected. Performance of the classifier 
can be enhanced by performing feature selection and feature 
extraction. Third and fourth phases can be executed in any 
order with respect to each other. Fifth phase includes training 
and testing of the classifier that classifies the given connection 
either as normal or intrusive connection 

IV. INTRUSION DETECTION METHODOLOGIES 

Majority of the techniques available for intrusion detection 

deals with extracting prime features from the KDD CUP’99 

data set. These extracted optimal and minimal features are 

used to train a classifier to predict whether a connection is an 

intrusion or not. Each attack has its own unique patterns that 

need to be determined and these patterns may be evolving 

with time [15]. Data mining can be effectively applied to the 

domain of security. 

 

In [1], an intrusion detection system based on SVM has 

been introduced, which merges BIRCH hierarchical clustering 

algorithm, a feature selection procedure and the classifier 

SVM. The hierarchical clustering algorithm was used to 

supply lesser and most significant training instances from the 

KDD Cup 1999 training set to SVM. Thus, the BIRCH 

hierarchical clustering algorithm was applied to discard 

inconsequential features from the training set and to get a 

reduced data set with high quality data points, so that SVM 

could classify the network traffic data more accurately with a 

short training period. In short, five different CF trees were 

constructed after transforming non-continuous attributes to 

continuous attributes and scaling.  Four CF trees 

corresponding to each of the four types of attacks and one CF 

tree corresponding to normal connections are created.  Feature 

selection was executed for each type of attacks. Four SVM 

classifiers corresponding to the four types of attacks was 

trained. The four SVMs classifiers are integrated to construct 

the intrusion detection system. 

 

 

 
 

Fig. 1. Basic methodology for intrusion detection 

 

There are 4 main types of intrusions, so an initial clustering 

on the data set is done using methods like k means clustering 

to create 4+1 clusters, 4 based on the type of intrusion and the 

additional 1 cluster represents the normal instances which are 

not intrusions [3]. Each cluster is then used to train a unique 

ANFIS based fuzzy neural network to extract one prime 

attribute from each cluster. The 5 attributes along with a 

membership function attribute is used to create 6 dimensional 

vectors to train SVM which performs the classification. 

 

In [5], As a part of pre-processing, a subset of the KDD 

CUP 1999 data set is to be selected which incorporates due 

representation of all types of intrusion. This subset can be 

called representative instances. The representative instances 

can be spotted by initially partitioning the data set into subsets 

based on the class of the intrusions. Relevant number of 

instances in each class that effectively represents its class by 

being similar to k instances of its own class than being similar 

to the k instances of other classes can be considered as 

representative instances which are finally integrated to get an 

efficiently exploitable fold of the data set. This step can reduce 

the time and space complexity to a great extend. Similarity 

between two instances can be measured using Euclidean or 

Manhattan distances. 
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In [11], initially KDD CUP'99 data set is chosen for 

experimentation. Then feature transformation is performed by 

executing PCA to render the features in an organized and 

discriminated style in the principal space. PCA helps to deal 

with redundancy and to extract the principal components. GA 

is applied to explore the PCA space to pick a subset of 

principal components. Finally classification is done by using 

SVM, a two class classifier that can classify instances into two 

classes; intrusive and normal. Training and testing of the 

system is done to generate results. 

 

In [12], Feature selection is carried out by applying PCA.  

22 features where extracted from the KDD CUP'99 data set. 

The principal components corresponding to highest Eigen 

values are selected. At the last phase, classification is 

conducted by employing neural networks. 

 

In [13], a hybrid intrusion detection system that integrates 

misuse detection and anomaly detection has been proposed. In 

misuse detection, random forests classification algorithm is 

used to create intrusion patterns from KDD CUP'99 data set 

and then network intrusions are detected by matching network 

connections to these intrusion patterns. The output of misuse 

detection phase is fed as the input of anomaly detection phase 

where weighted k-means clustering algorithm detects 

intrusions by clustering the data of network connections to 

gather the majority of the intrusions together in one or more 

clusters and the intrusive clusters are identified by inserting 

and comparing known attacks with unresolved connection's 

data. Misuse detection comprises of two phases. The initial 

offline phase constructs normal and intrusion patterns by 

processing the training dataset, followed by the online phase 

that detects intrusions depending on the patterns developed 

during the initial phase. 

 

In [14], an intrusion detection technique that can detect 

unknown attacks on a network by recognizing the prime 

features of attack has been described. Initially, Data is 

collected for analysis by simulating real network traffic by 

running script for attacks. As a first phase, unsupervised k-

means clustering is performed to create normal and intrusive 

(abnormal) clusters. During this phase, the relevant and 

effective features of each attack are extracted by processing 

abnormal clusters. The second phase performs feature 

selection by utilizing Naive Bayes classifier to determine and 

assign ranks to the relevant subset of features corresponding to 

each attack. Here Kruskal–Wallis test was engaged to extract 

statistically important features which were given rank 

accordingly. Final phase was classification using decision 

trees that discover rules and relationships by systematically 

dividing information contained within data. The collections of 

paramount features determined during the previous phase were 

classified with C4.5 decision tree algorithm that employs 

divide and conquer technique. 

 

A novel approach for intrusion detection based on fuzzy 

logic and genetic algorithm has been proposed in [16]. A real 

time data set is utilized. The optimal set of features was 

determined using Genetic algorithm. These features will be 

used to train the set of rules. Fitness function was evaluated 

based on the accuracy and the number of attributes involved. 

Trapezoidal fuzzy sets are defined based on an initial set of 

parameters that are determined by the genetic algorithm. 

Parameters are encoded using three bit binary encoding. The 

gene for each feature in the chromosome requires 12 bits. 

These parameters are used to redefine and optimize the fuzzy 

rule set. 

 

An intrusion detection system with hybrid neural networks 

namely RBF and Elman networks in the background has been 

proposed in [17] for anomaly and misuse detection. RBF 

network is responsible for performing classification in real 

time and Elman network attains the memory ability for 

supporting the RBF network’s task. The hybrid model for 

intrusion detection is evaluated with DARPA data set. The 

adaptable system with memory ability has an easily 

configurable sensitivity and shows user defined tolerance to 

which neural network is transparent to. The proposed system 

succeeded in incrementing the detection rate. 

 

Application Distributed Denial of Service (App-DDoS) is 

exploited by hackers or intruders to destroy the bandwidth of 

the target so as to reduce the number of services that will be 

granted to legitimate users per unit time. Vulnerabilities in the 

application-layer are utilized to accomplish this purpose and 

the complexity in tracking this attack is raised. In [18], a 

methodology is suggested to detect App-DDoS attacks by 

capturing browsing behaviours of users and network traffic 

which is represented in a sequence order independent style. A 

behaviours matrix is then constructed on which Principal 

Component analysis (PCA) is executed to reduce the 

dimensionality and to model the browsing behaviour. K means 

clustering is executed on the modelled behaviour to create k 

clusters. A threshold is computed using each cluster which is 

used to differentiate between normal and abnormal 

connections. Thus access to a system is allowed based on the 

threshold. 

V. EVALUATION OF INTRUSION DETECTION 

METHOLOGIES 

Intrusion detection is the art of detecting inappropriate and 
anomalous activities by monitoring and analyzing the events 
occurring in computer systems. The performance of various 
intrusion detection methodologies can be quantified using the 
metrics like accuracy (ACC), detection rate (DR) (or sensitivity 
or true positive rate), false positive rate (FPR), Specificity 
(SPEC) (or true negative rate) and precision (PR) [15]. ACC, 
DR, SPEC and PR should be more close to one for an efficient 
intrusion detection methodology. FPR should be zero or more 
close to zero for a good intrusion detection methodology. 

Sensitivity is the conditional probability that the 

methodology classifies an activity as an intrusion provided 

that activity was an intrusion. Specificity is the conditional 

probability that activity is an intrusion provided that the 

methodology classifies the activity as an intrusion. Accuracy 

represents the overall potential of the methodology. False 

positive rate portrays the rate at which false alarms are 

generated by the methodology. Precision states the degree at 

which the methodology produces correct alarms against 

intrusions.  
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True Positives (TP) are intrusion attacks accurately 

identified as intrusions by the methodology. True Negatives 

(TN) are the normal connections correctly identified as normal 

connections. False Positives (FP) are the normal connections 

which are incorrectly identified as intrusions. False Negatives 

(FN) are the intrusion attacks which are wrongly identified as 

normal connections. 

 

Confusion matrix can be used to represent the performance 

of the methodology. It encapsulates the results of testing phase 

of the methodology. The performance of the methodology can 

be thus quantified using the confusion matrix. It captures the 

correct and incorrect classifications done by the classifier.  

Confusion matrix is shown in Table 1. 

 

                      (1) 

 

                                                       (2) 

 

 

                                                                (3) 

 

                                                             (4) 

 

                                                             (5) 

   

TABLE I.  CONFUSION MATRIX 

Class Intrusion (Prediction) Normal (Prediction) 

Intrusion (Actual) TP FN 

Normal (Actual) FP TN 

 

VI. CONCLUSION 

Intrusion detection is an inevitable component in the 

security services of any system. Timely detection of intrusions 

can prevent devastative effects by executing appropriate 

actions. Hence, intrusion detection safeguards integrity, 

confidentiality, availability and reliability of the system. A 

methodology with self evolving nature is yet to come to detect 

the mutating intrusion patterns. Detection of intrusions should 

be accompanied by necessary counter measures which should 

be well designed. 
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