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On the other hand, a difficulty in reliability lies in the sensitivity to the small changes of assumed models for the X and Y distributions, that is, relatively small perturbations can make the probability of failure much higher [9], this model is known as a stress-strength analysis [10]; the stress-strength models was originated from the classical non-parametric problem tests of inequality of two distribution functions, thus leading to expressions of type \( P(X < Y) \) [11]. Further, in stress-strength models, the variation in stress and strength produces a natural dispersion which results in a statistical distribution [12], in this way, when the two distributions interfered and the stress interference is greater than the strength, it produces a failure [13].

The purpose of this paper is to explain the importance of stress-strength models and to show the most used models, such as the Exponential, Normal and Weibull models, the last being the most important due to the flexibility of the Weibull distribution and because it does not exist a Weibull stress-strength model with a different shape parameter \( \beta \) for both the stress and the strength.

The structure of the paper is as follows; Section 2 presents the stress-strength generalities. Section 3, presents the Exponential distribution stress-strength model. In Section 4 the stress-strength normal are presents. Section 5 shows the Lognormal stress-strength. In section 6 the Weibull stress-strength model is showed and it is demonstrated the not closure solution for a different shape parameter \( \beta \). Finally, in section 7, the conclusions are given.

II. STRESS-STRENGTH GENERALITIES

There are some applications where the product reliability depends on their physical inherent strength [14]. Thus, if a stress level higher than the stress is applied then they break down [15]. Therefore, if the random variable X represents the ‘stress’ and the random variable Y represents the ‘strength’ then, the stress-strength reliability is denoted by the probability that \( Y > X \) \( R = P(Y < X) \) [16]. In the stress-strength analysis, the term stress is referred to the load that produces the failure and the strength is referred to the ability component to sustain the load [17].

On the other hand, in the stress-strength model, the interference between the ‘stress’ variation and the ‘strength’ variation variables results in a statistical distribution [18]. Thus, a natural scatter occurs in these variables when the two
distributions interfere each other [19]. And in particular, when the stress becomes higher than the strength, a failure occurs [9]. In other words, when the probability density functions of both stress and strength are known, the component reliability may be analytically determined by its interference (see Fig.1) [20].

Seeing this let Y and X be two random variables such that Y represents “strength” and X represents “stress” and let Y, X follow a joint probability density function pdf \( f(x,y) \) [21]. Then based on the \( f(x,y) \), the reliability of the component is estimated as

\[
R = P(X < Y) = \int_{-\infty}^{\infty} \int_{-\infty}^{y} f(x,y) \, dx \, dy
\]

where \( P(X<Y) \) is the probability that the strength exceeds the stress and \( f(y,x) \) is the joint pdf of Y and X [22].

The concept of stress-strength in engineering has been one of the deciding factors of failure of the devices [23]. It has been customary to define safety factors for longer lives of the systems [24]. This had being made in terms of the strength of the inherent component, and on the external stress being experienced by the systems [25]. The safety factor is given by

\[
SF = \frac{\text{strength}}{\text{stress}}
\]

The estimation of the stress-strength parameter plays a very important role in the reliability analysis [28]. For example, if a variable X represent the strength and a variable Y is the stress which the system is subject, then the parameter \( R(t) \) measures the system performance [29]; Moreover the parameter \( R(t) \) represent the probability of a system failure if the applied stress is greater that the strength of the system [30]. In other words, the stress-strength model has been widely used, like an evaluation of various engineering domains [31]. However, the reliability inference it’s still very complex [7]; because the expression of reliability is presented as an implicit integral form and incorporates many parameters in the systems of resistance to stress [32].

III. GENERALIZED EXPONENTIAL DISTRIBUTION STRESS-STRENGTH MODEL

Let X be the strength of the component which is subjected to Stress Y with parameter \( \alpha \) and \( \beta \), respectively [33]. The probability density functions of X and Y is given by:

\[
f(x;\alpha) = \frac{1}{\alpha} e^{-\frac{x}{\alpha}}, \quad x > 0, \quad \alpha > 0
\]

\[
f(y;\beta) = \frac{1}{\beta} e^{-\frac{y}{\beta}}, \quad y > 0, \quad \beta > 0
\]

The cumulative distribution function is given by

\[
F(x;\alpha) = (1 - \exp -\frac{x}{\alpha})
\]

\[
F(y;\beta) = (1 - \exp -\frac{y}{\beta})
\]

The exponential distribution has very wide application in life testing issues [34]; the situation when X,Y are the Stress and Strength respectively and fallows an exponential distribution, has been studied by many authors like, [35] and [36], how estimated the probability of \( R=(X>Y) \) based on the complete sample observation [37]. In addition, the stress-strength exponential model has been also studied by [38]; [39]; [40]; [41], [42].

On the other hand, suppose \( x_1…x_n \) and \( y_1…y_n \) are two independent samples from X and Y [33], then the stress-strength reliability can be expressed as fallows [43].

Let Y~GE(\( \alpha,\lambda \)),X~GE(\( \alpha,\lambda \)) where X and Y are independently distributed [44], then:

\[
R = P[Y < X] = \int_{0}^{\infty} \int_{0}^{\beta \lambda e^{-\frac{x}{\alpha}}(1 - e^{-\frac{x}{\alpha}})^{-1}} d\alpha
\]

\[
= \frac{\beta}{\lambda+\beta}
\]

According to the problem of estimating P(Y<X) for the generalized exponential distribution by integrated Eq. (8) it is observed in Eq.(9) that the maximum likelihood estimator works quite well [45], [46].

Now let's consider the stress/strength model reliability estimation in the normal case.

IV. NORMAL DISTRIBUTION STRESS-STRENGTH MODEL

The normal distribution is the most widely used distribution [22], it describes well the distribution of random variables that arise in practice [47]. The mean \( \mu \) and the standard deviation \( \sigma \), are the two parameter of the normal distribution [48]; the location parameter is described by the mean \( \mu \) and the shape
A parameter is described by the standard deviation $\sigma$ [49]. The notation of a normally distributed variable $X$ is $X \sim N(\mu, \sigma)$ [50].

The pdf of a normal distribution is expressed as

$$f_x(x) = \frac{1}{\sqrt{2\pi \sigma}} e^{-\frac{1}{2} \left( \frac{x-\mu}{\sigma} \right)^2}$$

(10)

And the cdf is given by

$$F_x(x) = \int_{-\infty}^{x} \frac{1}{\sqrt{2\pi \sigma}} e^{-\frac{1}{2} \left( \frac{r-\mu}{\sigma} \right)^2} dr$$

(11)

The pdf and cdf of a random variable $X \sim N(1,0)$, is called the standardized normal distribution (see Fig.2) [51].

Figure 2: Normal Distribution Representation

A random variable $X \sim (\mu, \sigma)$ can be transformed into a standard normal variable $Z$ [52] with the equation

$$Z = \frac{X-\mu}{\sigma}$$

(12)

On the other hand, in testing reliability in the stress/strength setting when the stress and the strength of a unit or a system has a cumulative cdf, $F(x)$ and is subjected to a stress $F(y)$, and both are normal distributed [53], is of considerable importance in engineering [54]. Then, the reliability estimation $R = P(X > Y)$, when $X$ and $Y$ are distributed as $N \sim (\mu, \sigma)$ respectively [55], is given as

$$R = P(X > Y) = \Phi \left( \frac{\mu_1 - \mu_2}{\sigma_1^2 + \sigma_2^2} \right)$$

(13)

Where $\Phi$ is the standard normal cdf.

The testing problem $H_0: R < R_0$ versus $H_1: R > R_0$ is equal to testing $H_0: \theta < \theta_0$ versus $H_1: \theta > \theta_0$ where

$$\theta = \left( \frac{\mu_1 - \mu_2}{\sigma_1^2 + \sigma_2^2} \right)$$

(14)

And $\theta = \Phi^{-1}(\cdot)$ [56].

This is because the normal distribution has the closure property.

Note, that when both the stress and the strength fit a normal distribution, it is not necessary to solve the double integral [57].

[58], and because of this, the difference of two variables $X$ and $Y$ are normally distributed [59].

Now let's present the stress/strength model reliability estimation in the Log-normal Distribution case.

V. LOG-NORMAL DISTRIBUTION STRESS-STRENGTH MODEL

Lognormal distribution has been widely applied in many different aspects of life sciences [60]. The lognormal distribution is defined as the distribution of a random variable whose logarithm is normally distributed [61], and usually is formulated with two variables $X \sim GLN(\sigma_x, \mu_x)$ [62]. The lognormal distribution is given by

$$f(r; \mu_x, \sigma_x) = \frac{1}{r \sigma_x \sqrt{2\pi}} e^{-\frac{1}{2} \left( \frac{\ln r - \mu_x}{\sigma_x} \right)^2}$$

(15)

The expectation value and the variance are given by

$$E(X) = e^{\mu_x + \frac{\sigma_x^2}{2}}$$

(16)

$$E(X) = e^{\mu_x + \frac{\sigma_x^2}{2}}$$

(17)

On the other hand, the stress-strength model, with lognormal for both the stress and the strength have applications in a wide engineering domains see [12]. Originally, the normal distribution was used in engineering stress-strength models, however, it has been increasingly replaced by the lognormal distribution model [63], due to the more realistic properties as the positiveness of its values and the positive skewness of its shape [64]. Let $X$ be the strength of a product or system and $R$ has a lognormal distribution, i.e., $X = \ln X \sim N(\mu_x, \sigma_x)$ with mean $\mu_x$ and standard deviation $\sigma_x$, it is to say, $X \sim ln(\mu_x, \sigma_x)$ [65].

The density of $R$ is [66]:

$$f(r) = \frac{1}{\tau \sigma_\tau \sqrt{2\pi}} e^{-\left[ \frac{(\ln r - \mu_\tau)^2}{2(\sigma_\tau)^2} \right]}$$

(18)
Then
\[ \mu_X = e^{\mu_x + \sigma_x^2/2} \] (19)
\[ \sigma_X^2 = e^{(2\mu_x + \sigma_x^2/2)}\left[ e^{(\sigma_x^2 - 1)} \right] \] (20)

Same relations hold for the stress \( Y \) applied to a product or system and its logarithm \( Y = \ln(Y) \), the notation is \( Y \sim \ln(\mu_x, \sigma_x) \) [67]. Assuming that the strength and the stress are both independent, the reliability \( R(t) \) of the system is therefore
\[ R(t) = P(X - Y > 0) = P(X/Y > 1) \] [68]. Using the properties of the normal distribution variables \( X \) and \( Y \) it can be denoted by
\[ R(t) = \Phi(\beta) \] where \( \Phi \) is the cumulative distribution function of the standard normal distribution and \( \beta \) is the safety index [69], with
\[ \beta = \frac{\mu_x - \mu_y}{\sigma_x^2 + \sigma_y^2} \] (21)

It is to be noted that the same expression for \( R(t) \) holds for independently distributed normal stress and strength, i.e., for \( X \sim \ln(\mu_x, \sigma_x) \) and \( Y \sim \ln(\mu_y, \sigma_y) \) [70]. Also, the lognormal stress-strength model, applies approximately, when several independent variables of stress, or strength, have a multiplicative effect each on the resulting system stress, or strength [71].

Now let’s present the stress/strength model reliability estimation in the Weibull Distribution case.

VI. WEIBULL DISTRIBUTION STRESS-STRENGTH MODEL

The Weibull distribution is widely used in reliability and life data analysis due to its versatility [72]. Depending on the values of the parameters, the Weibull distribution can be used to model a variety of life behaviors [73]. An important aspect of the Weibull distribution is how the values of the shape parameter, \( \beta \), and the scale parameter, \( \eta \), affect the distribution characteristics [74]. The Weibull shape parameter, \( \beta \), is also known as the Weibull slope [75]. This is because the value of \( \beta \) is equal to the slope of the line in a probability plot [62]. Different values of the shape parameter can have high effects on the behavior of the distribution [76]. In fact, some values of the shape parameter will cause the distribution equations to reduce to those of other distributions [77]. For example, when \( \beta = 1 \), the pdf of the three-parameter Weibull reduces to that of the two-parameter exponential distribution [78]. The parameter \( \beta \) is a pure number i.e., it is dimensionless [79]. The following figure shows the effect of different values of the shape parameter, \( \beta \), on the shape of the pdf [80]. One can see that the shape of the pdf can take a variety of forms based on the value of \( \beta \) [81].

The use of Weibull distribution in reliability and quality control has been advocated by Kao (1959). The distribution is often suitable where the conditions of 'strict randomness' of the Exponential distribution are not satisfied [82]. Considering the problem of finding the strength reliability of an item functioning until first failure, when both strength \( Y \) and stress \( X \) follow the Weibull distribution was considered by [83]. with the following Weibull pdf form:
\[ f(x) = \frac{\beta}{\eta} x^{\beta-1} e^{-\left(\frac{x}{\eta}\right)^\beta} \] (22)
\[ g(y) = \frac{\beta}{\eta} y^{\beta-1} e^{-\left(\frac{y}{\eta}\right)^\beta} \] (23)

Then, substituting Eq.(22) and (23) [84]:
\[ P(X > Y) = \int_0^\infty \int_0^y y f(y) dy dy \] (24)

The integral involved in Eq.(24) cannot be solved explicitly, in general [86]. However by writing the expansion of \( e^{(\frac{-\lambda y^{\beta}}{\eta})} \) we get
\[ P(X > Y) = \sum_{i=0}^\infty \left[ \frac{\Gamma(i+1)}{\Gamma(i+1)} \right] \left( \frac{\lambda}{\eta}\right)^i \] (25)

Finally, if both \( \beta_1 \) and \( \beta_2 \) are equal to one \( R(t) \) is given by
\[ R(t) = \frac{\eta_1}{\eta_1 + \eta_2} \] (26)

Then, the Weibull stress-strength analysis for these cases can be performed [86]. Here note that it is equivalent to say that the Weibull-Weibull stress-strength model is the same as that of the Exponential-Exponential stress-strength model [87], so long as the two Weibull distributions have the same shape parameter [88]. However, since the Weibull distribution does not have the additive property (known as Weibull closure property) [89], then when the stress and strength variables present different shape parameter \( \beta \) the Weibull stress-strength analysis is not defined.
VII. CONCLUSION

In this paper, different cases of stress-strength models for reliability analysis have been considered. Stress-strength can be described as an assessment of reliability of a product or system in terms of random variables X representing stress experienced by the product and Y representing the strength of the product capability to overcome the stress. According to this, if the stress exceeds the strength (X > Y) the system or product will fail, then the reliability is defined as the probability of not failing, i.e., R(t) = P(X < Y). On the other hand, a stress-strength models have been proposed to deal with different variables behavior, including distribution as the Normal, Lognormal, Exponential and Weibull. In this paper, we presented the stress-strength models for the models mentioned above and the importance of these models to estimate the reliability of a component which is subject to a stress. Finally, as a conclusion, it is important to note that for the Weibull distribution model there is not a defined form, because, the Weibull distribution doesn’t have the closure property, i.e., the stress-strength models are an algebraic sum, and Weibull variables cannot be added.
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