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Abstract—In this paper, the concepts of speech processing algorithms for speech signal analysis is presented. Speech analysis is performed using short-time analysis to extract features in time domain and frequency domain. The short time domain analysis is useful for computing the time domain features like energy and zero crossing rate. The different frequency or spectral components that are present in the speech signal are not directly apparent in the time domain. Hence the frequency domain representation using Fourier representation is needed. The time varying nature of spectral information in speech leads to the need for short time of Fourier transform, termed more commonly as Short time Fourier Transform (STFT). The effect of different types of windows used in short time analysis with and without overlapping and the effect of window length in speech analysis are also demonstrated.
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I INTRODUCTION

Most speech processing applications utilize certain properties or features of speech signals in accomplishing their tasks. The extraction of these properties or features and how to obtain them from a speech signal is known as speech analysis. It can be done in time domain as well as frequency domain. Analyzing speech in the time domain often requires simple calculation and interpretation. The frequency domain provides the mechanisms to obtain the most useful parameters in speech analysis. Most models of speech production assume a noisy or periodic waveform exciting a vocal-tract filter. The excitation and filter can be described in either the time or frequency domain, but they are often more consistently and easily handled spectrally. Voiced speech consists of periodic or quasi-periodic sounds made when there is a significant glottal activity (vibration of the vocal folds). Unvoiced speech is non-periodic, random excitation sounds caused by air passing through a narrow constriction of the vocal tract. Unvoiced sounds include the main classes of consonants which are voiceless fricatives and stops. When both quasi-periodic and random excitations are present simultaneously (mixed excitation, such as voiced fricatives), the speech is classified voiced because the vibration of vocal folds is part of the speech act[1]. In other contexts, the mixed excitation could be handled by itself context, the mixed excitation could be treated by itself as a different class. The non-voiced region includes silence and unvoiced speech[1]. The voiced and unvoiced section can be classified using these features. Speech is time-varying and the model parameters are also time-varying so short-time analysis to estimate is needed. Furthermore, from speech samples to model parameters, alternative short-time representations are often required. Short time analysis is also known as windowing[2]. The speech signal is segmented and multiplied with the window function. Short time analysis provides better results than the complete speech signal analyzed. The short time domain analysis are energy, magnitude, autocorrelation and average magnitude difference function. The frequency domain analysis are Short time Fourier transform, Wide band spectrum, Narrow band spectrum.

II SHORT TIME ANALYSIS

The properties of speech signal change relatively slowly with rates of change on the order of 10 - 30 times per sec, corresponding to the rate of speech 5 - 15 phones or sub phones per second. A speech signal is partitioned into short segments, each of which is assumed to be similar to a frame from a sustained sound. Such a segment is called a frame. The frames are used to detect the sounds, which are integrated to be the speech. Window function w[n] is used to extract a frame from the speech waveform. There are different types of frames such as short frames (5 − 20 ms), medium frames (20 − 100 ms), long frames (100 − 500 ms). The commonly used windows are the rectangular and Hamming windows as. The equation of these windows

\[ w_n = \begin{cases} 1, & 0 \leq n \leq L - 1 \\ 0, & \text{otherwise} \end{cases} \]  

(1)

\[ w_n = 0.54 - 0.46 \cos \left( \frac{2\pi n}{L-1} \right), \quad 0 \leq n \leq L - 1 \]  

(2)

Where L is the length of a frame.

The width of main lobe for rectangular window is small compared to the Hamming window. As a result the resolution offered by the rectangular window function is better. The peak-to-side lobe ratio of rectangular window is significantly poor compared to the Hamming window[2]. This results in relatively more spectral leakage in case of rectangular window which is not desirable. Thus from the resolution point of view, rectangular window is preferable and from spectral leakage point of view Hamming window are preferable. The effect of spectral leakage is severe so it affects speech signal analysis, hence Hamming window is employed.
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FIG. 2. General representation of short time analysis

All the short-time processing can be represented mathematically as in Eq.3

\[ Q_{\hat{n}} = \sum_{m} T(x[m])\hat{w}[\hat{n} - m] \] (3)

\( T(\cdot) \) is meant to extract certain feature(s) of the speech signal. The feature(s) is then summed over a window \( \hat{w}[\hat{n} - m] \) anchored at \( \hat{n} \). The result is a short-time feature near \( \hat{n} \). For example, for a rectangular window with length \( L \),

\[ Q_{\hat{n}} = \sum_{m=\hat{n}-L+1}^{\hat{n}} T(x[m]) \] (4)

Let \( \hat{n} \) be shifted \( R \) samples a time,

\[ \hat{n} = kRk = 0, 1 \] (5)

where \( R \) is the time between frames.

The choice of \( R \) is dependent on the frame length \( L \).

III TIME DOMAIN ANALYSIS

A. Short Time Energy and Magnitude

The amplitude of unvoiced segments is generally much lower than the amplitude of voiced segments[2]. The short time energy of the speech signal provides convenient representation that reflects these amplitude variations. The short time energy is defined in Eq.6 as

\[ E_{\hat{n}} = \sum_{m} (x[m]w[\hat{n} - m])^2 \] (6)

One difficulty with short time energy is that it is very sensitive to large signal levels, thereby emphasizing large sample to sample variations the short time magnitude is defined in Eq.7 as

\[ M_{\hat{n}} = \sum_{m} |x[m]w[\hat{n} - m]| \] (7)

Short time magnitude is similar to short time energy where the weighted sum of absolute values of the signal is computed instead of sum of the squares [3].

B. Short Time Zero Crossing Rate

A zero crossing is said to occur if successive samples have different algebraic signs. The rate at which zero crossings occur is a simple measure of the frequency content of a signal. The ZCR in case of stationary signal is defined in Eq.8

\[ Z_{n} = \sum_{m=-\infty}^{\infty} |\text{sgn}[x(m)] - \text{sgn}[x(m-1)]|w(n-m) \] (8)

Where \( \text{sgn}(s(n)) = 1 \) if \( s(n) \geq 0 \)
\[ = -1 \] if \( s(n) < 0 \)

This relation can be modified for non stationary signals like speech and termed as short time ZCR. It is defined in Eq.9

\[ z(n) = 1/2N \sum_{m=1}^{N-1} s(m)w(n-m) \] (9)

The factor 2 is because there will be two zero crossings per cycle of one signal.
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SHORT TIME ZCR is used for detecting the voiced and unvoiced section[4]. It can be also used for end point detection or silence removal. A voiced section is low in zero crossing.
rates and unvoiced is medium in zero crossing rates and highest in silence section [2].

C. Short Time Autocorrelation

The deterministic autocorrelation function of a discrete-time signal $x[n]$ is defined in Eq.10

$$\Phi[k] = \sum_{m=-\infty}^{\infty} x[m]x[m+k]$$ (10)

At analysis time $\hat{n}$ the short-time autocorrelation is defined as the autocorrelation function of the windowed segment as in Eq.11

$$R_{\hat{n}}[k] = \sum_{m=-\infty}^{\infty} (x[m]w[\hat{n} - m])(x[m+k]w[\hat{n} - k - m])$$ (11)

IV Frequency Domain Analysis

Short Time Fourier Transform

To take care of time varying spectral information, the short time processing approach is employed. In short term processing, speech is processed in blocks of 10-30 ms with a shift of 10 ms. For instance, using a block size of 20 ms, the DTFT is computed using DFT for that block. Their process is repeated for all the blocks of speech signal and all the spectra computed are stacked together as a function of time and frequency to observe the time varying spectra. To accommodate the time varying nature of this spectrum, the DTFT equation is defined as Eq.13

$$X(w, n) = \sum_{m=-\infty}^{\infty} x(m)w(n-m)e^{-j\omega n}$$ (13)

where $W(n)$ is the window function for short term processing. Now the spectral amplitude and phase are function of both frequency and time where as it was only function of frequency in the earlier case of DTFT. $x(m)w(n-m)$ represents the window segment around the time instant ‘n’. Hence $X(w,n)$ at ‘n’ represents the spectrum of the speech segment present around it. When ‘n’ is shifted, then correspondent $X(w,n)$ also changes [6]. Thus giving visualization of the time varying spectra of speech.[3] Since such a time-spectral is computed using short term processes, $X(w,n)$ is termed as Short Term Fourier Transform (STFT).

A. Wide band and Narrow band Spectrogram

For any specific window type, its duration varies inversely with spectral bandwidth, i.e., the usual compromise between time and frequency resolution [2]. Wideband spectrograms display detailed time. (Amplitude variations corresponding to vocal cord closures), and typically use a window about 3 ms long. This means a bandwidth of approximately 300 Hz, which smoothes away harmonic structure (except for very high-pitched voices). Narrow band spectrograms typically use a 20 ms with a corresponding 45 Hz bandwidth, thus they display individual harmonics but the time-frequency representation undergoes significant temporal smoothing [6].
VI Future Scope

The software is developed using MATLAB R2009a, GUI interface of the same could be implemented which will display the parameters of speech signal to be analysed. It will display the time domain and frequency domain parameters of a speech signal which can then be analysed and studied.

Table 1. Comparison of Magnitude and Zero Crossing Rate for Various Speech Segments.

<table>
<thead>
<tr>
<th></th>
<th>VOICED</th>
<th>UNVOICED</th>
<th>SILENCE</th>
</tr>
</thead>
<tbody>
<tr>
<td>M_n</td>
<td>HIGH</td>
<td>MEDIUM</td>
<td>LOW</td>
</tr>
<tr>
<td>Z_n</td>
<td>LOW</td>
<td>HIGH</td>
<td>MEDIUM</td>
</tr>
</tbody>
</table>
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