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Abstract  
 In recent years the efficient and automated clustering 

in mixed dataset (combination of categorical and 

numerical data) has raised the interest among 

numerous researchers of various fields. Automated 

clustering is generally referred as a process of finding 

the number of cluster sets automatically without any 

user intervention. Moreover, the grouping of clusters in 

automated clustering should choose the data objects 

that are both similar and are at the shortest distance. 

Hence, in this paper a Non-parameterized shortest path 

algorithm is coined for automated and efficient 

clustering. Finally, the results are elegant and have the 

ability to detect the number of clusters automatically 

from the mixed-dataset. 

Keywords:  Mixed dataset, Clustering, Non-

Parameterized, shortest path algorithm. 

1. Introduction  
Ethically, the clustering algorithm handles 

three categories of datasets namely categorical, 

numerical and mixed datasets. The mixed dataset 

contains both numerical and categorical which are 

sparsely imposed in recent datasets. Handling these 

variant data types through a single algorithm is a 

crucial task. Since, the ability of the algorithm handles 

either numerical or categorical data. Moreover, the size 

of the datasets varies from one another. To gain 

knowledge from these dataset backgrounds, clustering 

is the key technique widely used to handle the 

complications. Usually, the clustering algorithm 

requires the input parameter termed “number of 

clusters” to be defined by the users which results in 

parameterized clustering. The limitations behind the 

parameterized clustering are i) Lack of performance ii) 

Time Complexity iii) in-efficient clustering. To prevail 

over the above said problems this paper outreach with a 

Non-parameterized technique with shortest path 

algorithm. 

2. Related Work  
In data mining applications, clustering is 

widely used to find patterns in datasets. Traditional 

clustering techniques mainly focus on a single type of 

attributes, either numerical or categorical attributes of 

datasets. In clustering process, a criterion function 

called similarity measure is used as one of the essential 

steps, i.e., in determining the candidate cluster number. 

The unique characteristics of categorical attributes are 

that the values of categorical attributes are not only 

discontinuous but also disordered while the values of 

numerical attributes are continuous in computing the 

distance between two values. Due to the difference of 

the characteristics between categorical and numerical 

attributes, similarity measures for categorical attributes 

or numerical attributes have focused on just their own 

characteristics, for example, entropy based similarity 

measure for categorical attributes and distance measure 

for numerical attributes. 

Previously, most algorithms focus on 

numerical data in which geometric properties that 

inherent are exploited in order to define the data 

points naturally. The algorithms such as DBSCAN, 

BIRTH, CURE, CHAMELEON, and Wave cluster 

[2] [3] [4] [5] [6] [7] are adopted for clustering 

numerical data which are not appropriate for 

categorical attributes and mixed type attributes. Also, 

[8-14] paper proposes few algorithms for clustering 

categorical data but the algorithm for extended 

mixed-type attribute is unknown. 
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Some researchers [15] proposed K-modes and 

K-prototype algorithms that separate the categorical 

and mixed type attribute based on the total matches and 

weighted sum of Euclidean distance for numeric 

attributes. But, however the results may be biased due 

to improper calculation of weights. In [17] the distance 

measure is derived from the probabilistic model in 

which the distance between two clusters are equivalent 

to log-likelihood function as a result of merging. The 

Birth algorithm is also used for clustering. As a final on 

analyzing the background it is clear that the existing 

algorithms are capable of working efficiently to cluster 

either numerical or categorical data. Moreover, the user 

defined input (number of clusters) hinders the 

efficiency of clustering. 

Therefore, a non-parameterized technique with 

shortest path algorithm is proposed to enhance the 

performance of the clustering process while handling 

the mixed type attribute dataset. 

3. Proposed Methodology   
 

Traditionally, the clustering process requires 

number of cluster points as input parameters to 

outreach with fruitful clusters. But, this input is 

insufficient to acquire the quality clusters. Therefore, 

the proposed work in this paper is engaged with 

automatically detecting the number of clusters [Non-

parameterized input] for gaining the quality clusters. 

The Framework of the proposed Non-parameterized 

Shortest path algorithm is illustrated in the figure 1.  

 

Figure 1 Work Procedure of NSPM 

The foremost data mining technique of 

clustering is used to discover patterns in database. 

Traditional clustering techniques have been 

concentrated on a single type of attributes, either 

categorical attributes or numerical attributes of datasets.  

The nature of numerical attributes is continuous 

whereas the categorical attributes are discontinuous and 

disordered in estimating the distance among two data 

points. The clustering process is based on the similarity 

measure. Due to the various salient features of 

numerical and categorical attributes (Mixed datasets), 

the efficient distance metric is required. Hence, the 

shortest path distance method is used to measure the 

distance between the data points. 

 Herewith, the Non-Parameterized shortest 

path algorithm (NSPM) provides a new convex 

objective function for clustering mixed data attributes. 

The function is defined for every pair of data points 

within the cluster. The convex objective function is 

used to attain the optimal cluster points without manual 

input parameter. The parameter such as number of 

cluster is usually defined by the user to find the best 

clusters whereas, in NSPM the weight of the points are 

calculated and the number of the cluster is chosen by 

the algorithm automatically. Obviously the cluster 

point is chosen on the basis such that the point is both 

locally minimum and globally minimum.  

Further, pairs are grouped on the account of 

distance where the points that are nearer to the centroid 

are grouped into clusters. Therefore, from the high-

dimensional mixed dataset, the data that are nearer to 

the solution are grouped into categorical and numerical 

which further leads to meaningful cluster formation. 

Moreover, this method also reduces the dimensionality 

by grouping the data at the shortest distance. Hence, 

NSPM is responsible for both dimensionality reduction 

and efficient clustering performance. The work 

progression of the NSPM technique is, 

 

Input: Data D Є R
nxp

, Weight WTi,j > 0, starting ƛ > 

Output: Clusters 

D → α 

clusters = {{1},…..,{n}} 

While clusters > 1 do 

α, clusters → Solve L2(α, clusters, D, WT, ƛ) 

ƛ = ƛ + 1.5 

If cluster split is decided then clusters = {{1},…..,{n}} 

End if 

End while 

Return with optimal ƛ values 
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The above NSPM technique is based on 

traditional hierarchical clustering algorithm which is 

initiated with the given data value(D), weight 

value(WT) and starting cluster event(ƛ). Generally, the 

hierarchical clustering technique is used to construct a 

tree shaped hierarchy structure (Dendrogram). This 

hierarchical clustering technique is divided into two 

types of approaches namely Divisive (Splitting 

Process) and Agglomerative (Merging Process). The 

NSPM technique is based on splitting process (Divisive 

approach). It is also referred as top down strategy, 

initiated with all data objects placed in one cluster and 

it divided the cluster into smaller clusters, until each 

data object forms a cluster on its own such as the 

diameter of each cluster id within a specific threshold 

value is reached. Diameter is termed as a maximum 

distance between the two data objects. Likewise, the 

above said technique is performed with a splitting 

process. Finally, the ƛ number of clusters is generated. 

 

4. Results and Discussions  

The clustering performance is measured 

through the experimental results and discussions. The 

quality of clustering process in mixed data is 

investigated on high dimensional iris dataset, adult 

dataset and mushroom dataset.  These datasets were 

taken from the UCI archive repository 

(http://www.sgi.com/tech/mlc/db). The above said 

datasets are explained in the following. Table 1 

illustrates about the dataset description with various 

datasets, number of attributes and number of instances. 

 

TABLE 1 Dataset Description 

Data Set Number of 

Attributes 

Number of 

Instances 

Iris Dataset Four 150 

Adult Dataset Fourteen 48842 

Mushroom 

Dataset 

Twenty Two 8124 

The performance of Non-Parameterized 

shortest path clustering is measured with the 

performance factor namely cluster accuracy for proving 

the elevated cluster quality. Herewith, the outcoming 

performance factors are compared uniquely through the 

proposed technique of Non-Parameterized Shortest path 

algorithm and sketched below in Figures. The proposed 

Non-Parameterized Shortest Path algorithm is 

compared with the existing Parameterized Clustering 

Technique. The performance factor of cluster accuracy 

is measured among the above two techniques that 

derives the cluster quality. Table 2 explains about the 

comparison among the proposed and existing clustering 

techniques. These comparisons are illustrated in the 

figure 2. 

TABLE 2 Comparing Proposed and Existing 

Clustering Techniques 

Data Set  

Non-

Parameterized 

Shortest Path 

Parameterized 

Clustering 

Technique 

Iris Dataset 93.53 89.34 

Adult Dataset 90.23 85.56 

Mushroom 

Dataset 88.56 82.29 

 

FIGURE 2 Comparing Proposed and Existing 

Clustering Techniques 

 

Figure 2 shows the accuracy of proposed and 

existing clustering techniques that derives the cluster 

quality of iris, Adult and mushroom datasets. The 
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NSPM gains 93.53%, in iris dataset, 90.23 % in Adult 

dataset and 88.56 in mushroom dataset. The accuracy 

percentage is decreased by dataset to dataset because of 

the number of attributes are varied in each dataset.  It 

has concluded from the figure 2 that Non-

Parameterized Shortest path technique adopts higher 

accuracy compared with existing techniques. 

5. Conclusion  

In recent years the efficient and automated 

clustering in mixed dataset (combination of categorical 

and numerical data) has raised the interest among 

numerous researchers of various fields. Automated 

clustering is generally referred as a process of finding 

the number of cluster sets automatically without any 

user intervention. Moreover, the grouping of clusters in 

automated clustering should choose the data objects 

that are both similar and are at the shortest distance. 

Hence, in this paper a Non-parameterized shortest path 

algorithm (NSPM) is coined for automated and 

efficient clustering. Obviously, the performance of 

NSPM clustering technique is measured through the 

cluster quality of accuracy. Cluster quality is improved 

in NSPM than the existing technique of parameterized 

clustering technique. 
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