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Abstract - Sentiment analysis is the mining of opinions and feelings from content through Natural Language Processing (NLP). 

Sentiment analysis is nothing but categorizing opinions in the given content or documents into "positive" or "negative or "neutral". In 

this work, the goal is to predict the sentiment of food reviews in two categories, positive and negative. Our analysis could be a useful 

tool to help restaurants better understand reviewers’ sentiments about food, and can be used for other tasks such as recommender 

systems and better customer engagement. Studying the opinions of customers helps to determine the people's feelings about a product 

and how it is received in the market. 
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I.INTRODUCTION 

 

Customer satisfaction is the key in assessing how a product or service of a company meets customer expectations [1] and is an 

important tool that can give organizations major insights into every part of their business, thus helping them to increase earnings 

or minimize marketing expenses [2]. Nothing can make customers feel that they are important than asking for their views and 

valuing their comments. When a customer is asked for any opinion on a product or experience, they feel valued and connected to 

the organization [3]. In the food industry, customers often look into restaurant reviews before placing their orders[3]. The use of 

AI in natural language processing (NLP) has immense potential to determine positive, negative, and neutral reviews [4]. Machine 

learning (ML) and deep learning (DL) techniques are often used interchangeably in AI but have different meanings. At a high 

level, ML automates analytical model building, and [5] DL is the subset of ML (see Figure 1) concerned with algorithms inspired 

by the structure and function of the brain called artificial neural networks. 

 

 
Fig-1: High-level Artificial Intelligence diagram. 

 

If the website does not have any online reviews, then customers may change their decision to order. Having ‘no reviews' can be 

just as detrimental as having negative reviews. Having genuine and positive reviews helps increase the credibility factor. Negative 

reviews are difficult to handle for any business. They can drive potential customers away from the website and prompt existing 

customers to question whether they want to re-order. Thus, operators have to remember that they cannot control every customer’s 

experience, mistake, or circumstance. On the bright side, a negative review can provide insights into the customer service’s 

weaknesses and provide opportunities for improvement [6]. 

 

The key benefits of sentiment analysis [7] for business are as follows:  

 • Keeps businesses connected round the clock with the customers. 

 • Provides business insights to help in decision-making. 

 • Indicates real-time trends with emotion data. 

 • Helps improve the business plan of action to gain an advantage over competitors 

 • Can be conducted on services or products to understand which item is eliciting negative    

      sentiments. 

 • Provides a great tool for businesses to improve customer service in any domain.  
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II. PROPOSED SYSTEM 

 

 
Fig-2: Proposed System Flowchart. 

 

     As shown in the above figure, the process starts by collecting the dataset. The next step is to do Data Preprocessing which includes 

Data cleaning, Data reduction, and Data Transformation. Then, using various machine learning algorithms we will predict the 

analysis of sentiment. The algorithms involved are SVM, Random Force, Logistics, Naive Bayes, KNN, Decision Tree, and XG 

Boost. The best model which predicts the most accurate sentiment is selected.  

 

III. CLASSIFICATION ALGORITHM IN SENTIMENTAL ANALYSIS 

Sentiment classification is the automated process of identifying opinions in a text and labeling them as positive, negative, or 

neutral, based on the emotions customers express within them. Sentiment analysis is done using algorithms that use text analysis 

and natural language processing to classify words as either positive, negative, or neutral. This allows companies to gain an 

overview of how their customers feel about the brand[1]. 

 

Machine learning is a technique to train the system and make the system take decisions of its own. There are various classifiers 

that are used for the training of the system. They can belong to Supervised, Unsupervised, or reinforcement learning. Supervised 

classifiers are the classifiers that are given prior training using data input and necessary output, according to which the model 

learns to predict, and then further classification takes place. Unsupervised learning is the type of learning where the system is 

given some prior knowledge about the input data, according to which model is created which has to classify the data on its own. 

Reinforcement learning is the type of machine learning technique that deals with which suitable action to be taken to optimize the 
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reward in any specific situation. Unlike in a supervised, there is no correct answer given, instead, the decision is made at each 

task. Figure:3 shows some of the classifiers and the category it belongs to 

 

 
Fig-3: Machine Learning Algorithms 

A. Logistic Regression Classifier: 

Logistic Regression is a Machine Learning algorithm that is used for classification problems, it is a predictive analysis algorithm 

based on the concept of probability. It is a classification algorithm used to assign observations to a discrete set of classes. Some 

of the examples of classification problems are Email spam or not spam, Online transactions Fraud or not Fraud, Tumor Malignant, 

or Benign. Logistic regression transforms its output using the logistic sigmoid function to return a probability value. 

 

 
Fig-4: Linear Regression VS Logistic Regression Graph 

B. Naive Bayes: 

       Naive Bayes is the simplest and fastest classification algorithm for a large chunk of data. In various applications such as spam 

filtering, text classification, sentiment analysis, and recommendation systems, the Naive Bayes classifier is used successfully. It 

uses the Bayes probability theorem for unknown class prediction. The Naive Bayes classification technique is a simple and 

powerful classification task in machine learning. The use of Bayes’ theorem with a strong independence assumption between the 

features is the basis for naive Bayes classification. When used for textual data analysis, such as Natural Language Processing, the 

Naive Bayes classification yields good results. 

C.  SVM(Support Vector Machine): 
  In machine learning, support vector machines (SVMs, also support vector networks) are supervised learning models with 

associated learning algorithms that analyze data for classification and regression analysis[2].SVM is a supervised(feed-me) 

machine learning algorithm that can be used for both classification and regression challenges. Classification is predicting a  

label/group and Regression is predicting a continuous value. SVM performs classification by finding the hyper-plane that 

differentiates the classes we plotted in n-dimensional space. 
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Fig-5: Optimal separating hyperplane between two classes 

 

 SVM draws that hyperplane by transforming our data with the help of mathematical functions called “Kernels”.  

 

D.  XG-Boost: 
XGBoost classifier is a Machine learning algorithm that is applied for structured and tabular data. XGBoost is an implementation 

of gradient boosted decision trees designed for speed and boost algorithm. And that means it’s a big Machine learning algorithm 

with lots of parts. XGBoost works with large complicated datasets. XGBoost is an ensemble modeling technique. 

 

E. K- Nearest Neighbor Classifier:  
KNN is a straightforward algorithm for predicting a class of a sample. This classifier is supervised learning based on the distance 

of the sample. The training phase simply saves all training samples with their labels. In order to predict the class for a new test 

sample, first, it calculates the distance between each training sample and then, keeps the k closest training samples, where k ≥ 1. 

Finally, it searches for the label that appears most frequently among these samples. This label is then assigned to this test sample 

as the predicted result. 

 

F. Decision Tree Classifier: 

A Decision tree is a machine learning classifier based on the tree structure. Every node within the tree is related to a specific 

feature, and the edges from the node separate the data according to the feature’s value. Every leaf node binds to a class in the 

classifier model. The training data is the key point for the information gain (IG) of the feature selection policy. A decision tree 

simply asks a question and based on the answer (Yes/No), it further split the tree into subtrees. 

 

G. Random Forest Classifier: 

A Random Forest classifier is an ensemble algorithm. An ensemble algorithm is the combination of the same or different kinds 

of algorithms. A set of trees make a forest. Here, Random Forest is a set of decision trees. The voting of each decision tree is 

taken and the new output case is added to that class that has the highest vote. 

 

III. ADVANTAGES AND DISADVANTAGES OF CLASSIFICATION ALGORITHM 

 

Sr.No.  Algorithm Advantages Disadvantages 

1 Logistic Regression Classifier 1) Performs properly  

    whilst the dataset is  
     linearly separable.  

1) It can be only used  

    to predict discrete  
    functions. 

2 Naive Bayes 1) When the assumption  
    of independent   

 predictors holds true it  

     performs better as    
compared to other models. 

2) Easy to implement.  

3) Requires a small  
    quantity of data. 

1) It assumes that all  
    the attributes are  

    mutually independent  

hence losing accuracy. 
  

3 Support Vector Machine (SVM)  1) It performs admirably  
    well when there is a clear  

distinction between  classes. 

2) It is relatively memory  
    efficient.  

3) A small change to the 

data does not greatly       affect the hyperplane and hence the SVM. So, the SVM model is stable. 

1)The SVM will underperform 
when the number of features for 

each data point exceeds the number 

of training data samples.  
2)Sensitive to noise. 
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4 K-Nearest Neighbor Classifier 1) Easy to implement. 

2) It needs no training  
   before making predictions,  

       new data can be added  

       seamlessly which will not    
       affect the accuracy of the   

       algorithm. 

 
        

1) It is a lazy learner. 

2) It does not learn  
anything in the training period.  

3) Sensitive to noise  

    and missing data. 

5 Decision Tree Classifier 1) Its nature is transparent.  
2) It allows partitioning of  

     data on a much deeper  

     level. 

1)Training is relatively  
 expensive at  the 

complexity and 

time taken are 
more.  

2) Performs poorly  

    with small data and  

    gives low prediction  

    accuracy. 

6 Random Forest Classifier 1) It can produce high dimensional (many 

features) data without dimensionality 

reduction and feature selection. 
2) Not easy to overfit  

3) Fast training speed 

   4) If a large part of the  
      features is missing,     

      accuracy can still be   
   maintained. 

1) Attribute weights of data impact 

random forests.  

 

 Table-1: Advantages And Disadvantages Of Classification Algorithms  

 IV. DATASET DETAILS 

The dataset used for this experiment consists of two columns, the first column consists of the reviews and the second column 

consists of the reviews given by the users. 

‘1’ indicates a positive review, and ‘0’ indicates a Negative review. 

 
 

Fig-6: Dataset 

V. RESULTS AND DISCUSSION 

A. Evaluation Criteria 

For classification problems it is common to use a confusion matrix to determine the performance. The confusion matrix 

for binary classification is built from four terms, True Positive (TP), True Negative (TN), False Positive (FP), and False 

Negative (FN). The terms are derived from the predicted class versus the actual class. These are explained below:  

True Positive (TP): The expected value matches the actual value. The actual value was positive and the model 
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predicted a positive value.  

False Positive (FP): The expected value was falsely expected. The actual value was negative but the model predicted 

a positive value,  

True Negative (TN): The expected value matches the actual value. The actual value was negative and the model 

predicted a negative value.  

False Negative (FN): The expected value was falsely expected. The actual value was positive but the model 

predicted a negative value.  

 

 

 
Fig-7: Confusion matrix of Decision Tree model                Fig-8: Confusion matrix of Logistic Regression model 

 

 

 
Fig-9: Confusion matrix of XGBoost Classifier Model       Fig-10: Confusion matrix of SVM classifier model 
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Fig-11: Confusion matrix of KNN classifier model       Fig-12:Confusion matrix of Naïve Bayes classifier model 

 

 
 

Fig-13: Confusion matrix of Random forest classifier model 

B. Result 

The accuracy rate of the classifiers implemented is shown in the table below:   

 

 
     Fig-14: Accuracy Result 
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 Fig-15: Output Of Classifiers Against User Comments 

 

  
Fig-16: Combining The Results Of Best Three Classifiers To Analyze The Sentiment Of The Comments 

 

CONCLUSION 

After doing hyper-parameter tuning on the classifiers model, and training it on the dataset, the best results obtained are from 

Logistic Regression, followed by Random Forest Classifier. None of the classifiers was able to give accurate results for all the 

user input comments. In order to overcome this problem, the top three(Logistic, Random, SVM) best-performing algorithms were 

combined together, and the resultant sentiment was decided to depend upon the combination of  individual results obtained from 

these three algorithms. The results obtained via combined classifiers performed better compared to individual classifiers.   
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