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Abstract: A single cluster belongs to particular patterns and fuzzy 

clustering algorithms allow patterns for belonging to all the 

clusters with different degrees of membership at the comparison 

with hard clustering.  The sentence is likely to be correlated with 

more than one themes or topics are represent within a document 

or set of documents  are contain in sentence level clustering is an 

important domain. When sentence similarity magnitude do not 

correspond to sentences in a regular metric space than prevalent 

fuzzy clustering  approach base on prototypes or mixtures of 

Gaussians are usually not relevant to sentence clustering. 

FRECCA is used for the clustering of sentences. By using 

(HFRECCA) Hierarchical Fuzzy Relational Eigenvector 

Centrality-based Clustering Algorithm we can overcome 

problems like changeability of clusters, complexity and 

sensitivity. HFRECCA is the extension of FRECCA. Contents 

there in text documents include in a hierarchical structure and 

there are several terms present in the documents. These terms 

are related to more than one theme because of this we can say 

that HFRECCA will be useful algorithm for natural language 

documents. Single object may belong to more than one cluster in 

HFRECCA algorithm. 
 

Keywords: FRECCA, HFRECCA, Hierarchical Structure, 

Sentence Clustering. 

  

I.  INTRODUCTION  
 

In last two years information technology developed the way 

for world full data. Potentially these data are not that much 

useful. It makes it order to useful one, we need information or 

knowledge underlying the data to extract in large amount. 

Inside the huge amount of data, Data mining is a process of 

extracting the valuable information. In the data discovery and 

data analysis can help clustering technique. Information 

Retrieval (IR) Process is mainly useful in clustering the 

sentences. The sentence level and document level has various 

clustering text in many differences. Document clustering 

divide the documents into various parts and cluster those parts 

depend on theme. It doesn‟t give that much of importance to 

the similar sentence in each document. In the multidocument 

summarization there may be content overlap or bad coverage 

of theme. One clustering in each data element is assign in the 

hard clustering method. The most important unsupervised 

learning framework is declared as a group of data item in 

clusters, similar and dissimilar between them to the object 

belonging to other clusters. In variety of text mining 

applications used sentence clustering. The output of cluster 

was specified by the user which should be related to the query. 

Similar distance between the sentences is calculated by using 

some distance function such as Euclidean distance. In sentence 

clustering the recently used methods are represent sentence in 

the document matrix and performing clustering algorithm. The 

work is described in the fuzzy relationships which are used to 

increase the breadth and scope of problems can be applied 

successfully in sentence clustering. Such as document, 

clustering text at the sentence level accept the specific 

challenges not present when clustering large segment of text. 

The examiner some existing approaches to fuzzy clustering 

was highlighting some important differences between 

clustering at theses two levels. The data element may be 

belonging to more than one cluster with various degrees of 

membership in the Fuzzy C-Means (FCM) algorithm. Fuzzy 

set theory and robust statistic connections are establish for 

analyzing a various popular robust clustering method. The 

rough based FCM algorithm use arbitrary dissimilarity of data. 

All kind of dataset containing outlier and deal with all kind of 

relational data can handle fuzzy relational algorithm smoothly. 

The parameter of fuzzification degree greatly affect on the 

performance of FCM. A suitable kernel function having a key 

to the success of configuration for kernel method. A single 

kernel that is choosing from predefined group is sufficient to 

represent the data. The multiple kernels are combine from the 

set of basis kernel have adoption for refining the results of 

single kernel learning. 

A hierarchical organization is an organizational structure is 

subordinate to single other entity and it represent in the form 

of hierarchy.  In hierarchy structure consist of singular or 

group of power at the top level. The members of hierarchical 

structures are communicate with their instant superior and 

with their instant subordinate and it can reduce overhead 

communication for limiting information flow. A modern 

computational technology which is a method of examining 

and calculating and estimating the claims about human 

language itself is known as Natural Language Processing 

(NLP). Applying NLP to the data mining and text mining 

previously unknown information can be discovered. The text 

mining refers to the process of extracting high quality 

information from text. Document clustering (or Text 

clustering) is the process of automatically organizing the 

documents,extraction of topics and for fast information 

retrieval or filtering. 

II.  LITERATURE REVIEW 

The system A. Skabar etal [1] used general graph centrality 

measure by using page rank algorithm and review of the 

Gaussian mixture model approach. Page Rank can be used 
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within an Expectation-Maximization framework to construct a 

complete relational fuzzy clustering algorithm. The name 

FRECCA was given to the Page Rank centrality which can be 

viewed as a special case of eigenvector. The important part of 

their paper was novel fuzzy relational clustering algorithm. 

This algorithm  motivated by the mixture model approach and 

it also gather all the data as combination of component. To 

determine the model parameter they can use the Expectation-

Maximization framework by applying page rank algorithm to 

each cluster. This framework was interpreting the page rank 

score of an object. The relationship between object was 

express in term of pair wise similarities can be applied in any 

domain as per result of fuzzy relational clustering algorithm. 

 K. Sathish kumar etal [2] there was a sentence level clustering 

algorithm used for text data as per the survey represent. The 

measuring sentence similarity special treatment is necessary. It 

was describe topic or themes which defined as the clusters in 

highly related sentence. It was also avoid redundancy and 

cover more diverse information co-clustering. In both intrinsic 

clustering evolution and extrinsic summarization evolution 

shows clear advantage in clustering algorithm. Text mining 

operation was used to identify outlier document in micro-level 

contradiction analysis techniques. 

 D. Wang, etal [3] there was proposed a new multi-document 

summarization framework based on sentence-level similar 

analysis and  non-negative matrix factorization. By using 

semantic analysis it construct similarity matrix. For group 

sentence into cluster they were used similar matrix 

factorization. There had been shown to be equally normalized 

spectral clustering. It was given benefit from sentence-level 

similar understanding and the clustering over similar matrix 

by using SNMF algorithm. Multiple document 

summarizations have two type of summarization; extractive 

summarization and abstractive summarization. The term 

inverse sentence frequency, sentence or term place and 

number of keywords generally ranks the sentences in the 

documents. According to their scores calculated by a set of 

preen features in extractive summarization. Their paper was 

proposed a new framework based on sentence level semantic 

analysis (SLSS) and symmetric non-negative matrix 

factorization (SNMF). The relationship between sentences in a 

semantic manner was better capture by SLSS and SSNF can 

divide the similarity matrix to obtain meaningful cluster of 

sentence.  

In system J. Saranya [4] event detection was treated as a 

sentence level text classification problem. There was a given 

comparison in between the performance of discriminative and 

generative approaches: namely, a Support Vector Machine 

(SVM) classifier versus a Language Modeling (LM) approach. 

The term derived from worse net was uses handcrafted lists of 

„trigger‟ by rule-based method for investigating. The effective 

feature selection and proper choice of algorithm for the task at 

hand are requiring for good clustering of text.  The handling 

document clustering was depending upon the different 

distance measures, a number of method have been proposed to 

handle document clustering. The Euclidean distance was 

typical and widely used distance measure. Euclidean distance 

used k means method which minimizes sum of the squared 

Euclidean distance between data points and their similar 

cluster center. It was advantageous to finding the low-

dimensional presenting the documents to reduce calculation 

complexity.  

Kamal Sarkar [5] proposed cluster which represent the 

sentence in multi-document text summarization depend on the 

factors such as clustering the sentences, cluster ordering.The 

uni-gram Matching-based similarity measure after a 

preprocessing in a similar sentence. During preprocessing 

stemming was not applied on input and properties such as 

length, sentence position, and cue phrase are not incorporated 

to make system effective and portable in domain and 

language. 

 S.V.Wazarkar [6] proposed Rough set clustering whose exact 

border line cannot be defined due to incomplete information 

gives another way of representing datasets. Rough sets have 

been conventional used and can be equally useful in clustering 

for classification of a sets. The crisp boundary line did not 

necessary in data mining.  

Amit Pimpalkar[7] this system collects the number of reviews 

from various  online websites. The given text sentences at 

document level was checked by all the detail of that particular 

product. It clusters the contents of the documents +ve, -ve or 

neutral. The output for any product reviews Rule based 

method approach was used for proper filter. Sentiment of the 

product was used for selecting directly and it can also accept 

the smiley‟s of the product. To select the best product between 

the two it compares two products.  

D. McLean[8] proposed the semantic and word order 

information presents method for measuring the similarity 

between sentences or very short text.The lexical knowledge 

base and corpus has given by Semantic similarity . Word order 

similarity measures the number of different words as well as 

word pairs in different order. This method was inefficient and 

requires human input and was  not adaptable to all application 

domains. 

III. PROPOSED WORK 
 

We proposed a work, in the form of similarity relationships 

between pairs of objects are available when the data to be 

clustered. We analyze advantage of the capability and stability 

of clusters.  The new Hierarchical fuzzy relational clustering 

algorithm which does not require any limitation on relational 

matrix is depending on the given fuzzy C-means (FCM) 

algorithm. This HRECCA algorithm is applied in the form of 

xml (hierarchical) files for the clustering of the text data which 

is represent in the given document for the output as cluster 

which are grouped from text data.  
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Figure: Data flow diagram of sentence level clustering 

 

The similarity measure is finding out by using page rank 

algorithm in HRECCA algorithm. Our objective is to mine the 

relevant information from the closely related clusters that we 

have created using the hierarchical fuzzy clustering relational 

algorithm. We will give a document as an input to search a 

sentence and then process further. To mine the data from a 

document they were taken as an input by using mining 

algorithm such as k-means algorithm. Find keywords, from 

clusters and rank them by implementing hierarchical algorithm 

by using page rank algorithm. The Hierarchical fuzzy 

clustering is used for partitioning of the data items into 

collection of clusters. 

Using Hierarchical Algorithm we will reduce the complexity 

of the system as compared to ordinary Fuzzy relational 

algorithm and avoid the overlapping.  

The page rank and Gaussian mixture model approach are used. 

Page rank is used for graph centrality measure and used to 

determine the importance of particular node within graph. The 

numerical score assign to every node in this algorithm it is 

known as page rank score. The Expectation-Maximization 

algorithm is used to optimize the parameter value and to 

formulate the cluster in Page Rank algorithm.  

Expectation-Maximization is a framework which is general 

purposed method for learning knowledge. The maximum 

possibility of its parameter it is an unsupervised method is 

used for finding the parameters of the probability distribution 

that has to finding the maximum likelihood parameter of the 

model it is used iterative method. The E-step include the 

calculation of cluster membership probabilities and calculated 

from E-step are estimated with parameters in M-step. 

Producing clusters with sentences are each of them relates to 

some content is used fuzzy relational clustering approach. The 

connectivity of the association among the data element 

indicate output of clustering.  

Many existing technique have difficulties in handling extreme 

outlier to overcome this drawback we used hierarchical fuzzy 

relational clustering algorithm.  

The Fig. shows that we have a text document and a sentence to 

be searched as an input. Clustering text at the document level 

is well established in the Information Retrieval (IR) literature, 

where documents are typically represented as data points in a 

high dimensional vector space in which each dimension 

corresponds to a unique keyword, leading to a rectangular 

representation in which rows represent documents and 

columns represent attributes of those documents. In 

hierarchical fuzzy relational clustering algorithm we use Text-

mining algorithm for extracting keywords from the document.  

After the extracting use a clustering algorithm on the basis of 

extracted set of keywords and form basic clusters. In the 

cluster for ranking the keyword ranking algorithm is use. The 

top ranking sentences can be extracted for the summary by 

using ranking sentences according to their centrality. Now 

apply Hierarchical Fuzzy Clustering Relation Algorithm with 

the ranked keywords and the input sentence and show the 

output for the input query. 

 

Keyword Extraction:  

The technique which is use for document renewal, Web page 

renewal, document clustering and review of data set, text 

mining and other is nothing but Keyword extraction. They can 

simply select which document to read and learn the 

relationship between documents by using extracting suitable 

keywords. A famous algorithm indexing is used for extracts 

keywords that arrive randomly in a document, but that don‟t 

arrive randomly in the remainder of the corpus. The text 

mining is “keyword extraction” in the form of context. 

 

Ranking Algorithm:  

This algorithm performs better than fuzzy clustering and gives 

the description of the application of algorithm to data set. The 

description of the use of Page Rank and use the Gaussian 

mixture model approaches are given in proposed algorithm. 

Graph centrality measure used in Page Rank. For determining 

a specific node within graph is by using Page Rank algorithm 

.The measure of centrality use significance of node. This 

algorithm gives each every node from 0 to 1 numerical score 

in graph and it is also known as Page Rank Score. It‟s gives 

similar value between sentence and represent node on a graph 

and edges are weighted. The Expectation- Maximization 

algorithm to raising the parameter values and to produce the 

clusters is used in Page Rank. Along with the Page Rank 

algorithm the graph representation of data objects is used.  It is 

a framework for learning knowledge from the insufficient data 

which is a common purpose method. The document is 

indicated by a node in the directed graph and the objects with 

Start 

Input Document 

Keywords Extraction 

Ranking Algorithm 

Input Sentence 

 Clustering from document as per the Keywords. 

Developing pattern as per Hierarchical Fuzzy 

Clustering Relation (Algorithm) with keywords 

and Sentences.    

Analytical Cluster membership values and 

related sentence as output 

        End 
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weights represented the object equality in each sentence. Page 

Rank score (PR) define in equation (1), 

 

   PR(Vi)=(1-d)+d×             (1) 

                           

Where Vi is pointed by In(Vi) it‟s the group of vertices, Vj is 

pointed by out of(Vj) it‟s the group of vertices, and d is a 

damping factor. Nodes visited more often will be those with 

many links coming in from other randomly visited nodes using 

the analogy of arbitrary surfer. Thereby preventing getting 

stuck in a disconnected part of the graph that time the role of d 

is to reserve some probability for jumping to any node in the 

graph. Page Rank algorithm easily done modification for 

weighted undirected edges  given in equation (2): 

 

PR(Vi)=(1-d)+d×                (2) 

                           

 Expectation:For each object in the cluster it calculate 

the Page Rank  value.  

 Maximization: Probabilities are then used to re-

estimate the parameters. 
 

A density is modeled as a linear combination of C component 

densities p(X⃓m) in the form is given in 

algorithm which  represent for motivation by the mixture 

model approach. Where the are called mixing coefficients, 

and represent the prior probability of data point x having been 

generated from component m of the mixture calculating by 

using equation(6). Assuming that the parameters of each 

component are represented by a parameter vector .The 

problem is to determine the values of the components of this 

vector. This can be achieved using the Expectation- 

Maximization algorithm. Following random initialization of 

the parameter.Vectors Θm, m =1; . . . ; C, an Expectation step 

(E-step), followed by a Maximization step (M-step), are 

iterated until concurrence. The E-step computes the cluster 

membership possibilities by using equation (3). For example, 

assuming spherical Gaussian Mixture components, these 

probabilities are calculated as: 

 

P(m⃓Xi)=   , m=1………c           (3) 

 

Where m and m are the current estimates of the mean and 

Standard deviation, respectively, of component m is calculated 

by using equation (4) &(5). The denominator acts as a 

normalization factor, ensuring that 

0 . In the M-step, these 

probabilities are then used to reestimate the parameters. Again 

using the spherical Gaussian case 

 =  , m=1……..c            (4) 

 

, m=1,2…….c      (5) 

 

            (6) 

 

 

Hierarchical Fuzzy clustering algorithm:  
 

Hierarchical fuzzy clustering is common idea for division of 

the data items into a gathering of clusters. The membership 

values are given to the data point for each and every cluster. 

Fuzzy clustering algorithms are given very small membership 

degree in correspondence clusters having many existing 

clustering techniques have problems for carrying ultimate 

outliers. The model mostly depends on some privately hidden 

variables for an expectation–maximization (EM) algorithm is 

an iterative process. This algorithm is specially used for 

finding maximum Possibility for evaluating the parameters. 

The EM algorithm‟s iteration replacement between executing 

an expectation (E) Step is given. This creates a function to 

evaluate the cluster membership possibilities and 

maximization (M) step. These possibilities are then used to 

estimate the parameters. Find out the distribution of the hidden 

variables in the next E step these parameters are used to 

estimates. 

Algorithm: To construct the cluster in hierarchical structure. 

Input: Raw Clusters for clustering a data. 

Output: Refined Clusters with Membership values 

Process: 

1. Partitioning of data items into a collection of clusters 

2. Assignment of membership values to data points 

3. Applying EM Algorithm 

4. Calculated Parameters are then used to find out the 

distribution of latest variables in the next E-Step 

 

IV. CONCLUSION 
 

 Clustering on the basis of meaningful sentences will be done 

and the relationship similarity values will be shown. The 

clustering techniques are depending upon the type of input 

data set and similarity measure the performance. The feature 

selection and its increasing good clustering of text are based 

on effectiveness of the algorithm. 
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