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Abstract: - In this paper, a novel method for the 

segmentation of skin lesions in Skin images based on wavelet 

network (WN) is proposed. The WN presented here is a static-

grid with no need of training. To enhance the network 

structure and to estimate the network weights the orthogonal 

least squares algorithm is used. Here, the network inputs and 

the network structure formation are considered as the R, G, 

and B values of Skin image. Then, the image is segmented and 

the skin lesions accurate boundary is determined. The 

segmentation algorithm were employed to 30 Skin images and 

calculated with 11 different metrics, by means of the 

segmentation result found by a skilled pathologist as the 

ground truth.  

IndexTerms:Image segmentation,orthogonal least squares 

(OLS), wavelet network (WN). 

 
I. INTRODUCTION 

 

Among all the types of skin cancer, is the most 

dangerous and deadly. Fortunately, despite its increasingly 

spread, it is not an untreatable disease if diagnosed at 

rudimentary stages. The various features such as color, 

shape, and texture were extracted. Later on, the more 

precise and advanced imaging technique, namely skin 

images, offered a noninvasive method for in vivo 

observation of pigmented skin lesions used in dermatology. 

The standard approach in automatic skin image analysis 

has usually three stages: 1) image segmentation; 2) feature 

extraction and feature se-lection; and 3) lesion 

classification. Due to different shapes and colors of skin, 

segmentation is the most important stage of all. 

There have been a great number of algorithms for 

segmenting skin images, such as fuzzy c means clustering, 

thresholding, gradient vector flow (GVF), quantitative 

assessment of tumor extraction, j-image segmentation 

algorithm, independent histogram pursuit algorithm, k-

means++, statistical region merging, dermatologist-like 

tumor are extraction algorithm, adaptive snake, 

thresholding based on type-2 fuzzy logic, wavelet trans-

form (WT) fuzzy algorithms, iterative classification, 

modified random walker algorithm, and hybrid 

thresholding on optimal color channels. These methods are 

so numerous that comparing them and discussing their 

advantages and disadvantages has taken the full length of 

many articles. 

Artificial intelligence field, especially using fuzzy 

and artificial neural network (NN) approaches for 

segmentation of medical images, has gain special 

popularity. One of the most promising computational 

intelligence methods that has been widely used for various 

applications in different areas is wavelet network (WN). 

The main advantage of WNs over similar architectures 

such as multilayer perceptron (MLP) and networks of 

radial basis functions (RBF) is the possibility of optimizing 

the WN structure by means of efficient deterministic 

construction algorithms. 

II.WAVELET NETWORK 

 

1. Structure of WN 

          The output signal of a WN with one output y, d 

inputs x =(x1,x2,...,xd)
T
 and q wavelons (wavelet neurons) 

in the hidden layer is, 

 

here wi, i =1, 2,...,q , are weight coefficients, ψm i, n i are 

dilated and translated versions of a mother wavelet 

function ψ :R
d
→R, and mi, ni are scale and shift 

parameters, respectively. NNs are known to suffer from 

lack of robustness toward outliers. In contrast, due to time-

frequency localization of the WT and the self-learning 

characteristic of NNs, WN is more effective and robust 

than NN. 
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Fig 1:Three-layered WN Structure. 

2. Algorithm for Building an FGWN 

          A major advantage of WNs over other neural 

architectures is the availability of efficient construction 

algorithms for defining the network structure. In FGWN, 

after determining the structure, the weights wi can be 

obtained through linear estimation techniques. In this 

study, a constructive method is employed to build an 

FGWN. It can be described as follows. 

Algorithm 1: Suppose we have M input–output data in the 

form {(x
( k )

,y
( k )

),k = 1, 2 ,...,M}, where x
( k )

=[x
( k )

1,...,x
( k 

)
d]

T 
is the input d -dimensional vector and inputs matrix is 

the form X =[x
(1)

...x
( k )

...x
( M )

]. The output vector is 

considered as y =[y
(1)

...y
( k )

...y
( M )

]
T
. The FGWN structure 

is determined by a ten-stage algorithm. 

1) (Normalization): In many cases, input data of WN vary 

within a wide range and this variability reduces the 

efficiency of WN. Thus, this first stage is considered as the 

data preprocessing stage in which the input data are 

normalized to a certain range in order to avoid data 

scattering. If for k
th

 input: Tk= max q =1,...,dx q ( k ), tk= minq 

=1,...,dx q ( k ), then for mapping the input data to range [a, 

b],the following equation is 

used:

 

2) (Formation of wavelet lattice): In this step regarding a 

hyper shape on wavelet parameters space that was selected 

in the previous stage, the wavelet function is calculated for 

all the input vectors according to following equation: 

 

The number of nodes in a wavelet lattice is too many; 

therefore, it is obligatory that the number of these nodes be 

lowered and the shift and scale parameters of effective 

wavelets be selected. It is done through two stages of 

screening as follows. 

3) (Primary screening): In this stage, for every scale level 

selected in stage 4, Ik set is formed for each input vector 

according to 

 

In fact, in this stage, the effective support of wavelets is 

selected. 

4) (Secondary screening): In this stage, the shift and scale 

parameters of wavelets that are selected in at least two set 

of the sets in stage 5 are determined. In this way, set I is 

formed as follows: 

 

if the nodes with red circles are assumed as members of set 

Ikr and nodes with blue circles as members of set Ikl, the 

nodes with circles in both red and blue colors would be the 

members of set I . 

The fact that screening in this study is performed in two 

stage is its novel and distinguishing feature which makes 

the wavelet lattice globalized.  

III. SEGMENTATION ALGORITHM 

The algorithm from the previous stage is used in 

the present stage for segmentation of the skin images. From 

images database, a number of images are randomly chosen 

for formation of FGWN. At first the values of R, G, and B 

matrices of each color skin image are mapped into [0, 1] 

range by performing normalization process. 

 

 

Fig 2:FGWN for Segmentation of Skin Images. 

 

Then, an FGWN is formed with three inputs, a hidden 

layer, and an output. In order to form the FGWN, the 

values of three color matrices are considered as network 

inputs. These matrices are related to the five chosen images 

from the selected images for segmentation. From these 

images, some pixels are selected randomly (ranging from 

1000 to 5000 pixels for a 485 × 716 image). If the pixel is 
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inside the lesion, network output will be considered as 0, 

and if the pixel is outside the lesion, the output will be 

considered as 1. 

IV.RELATED WORK     

      

 

 

 

 

 

 

 

              

 

 

 

 

 

              

 

 

                        

                     

Fig 3:System Structure 

 

1. Preprocessing 

In preprocessing, each image will undergo several 

stages of filtering to remove any unwanted information. 

The reason why the filtering is needed is because it will 

reduce the data size of the image and will make the 

processing time much faster. After all the images are the 

same size, color extraction means the RGB channel 

extraction will be done. After color extraction, the input 

data are normalized to a certain range in order to avoid data 

scattering. 

 

2.Feature Extraction 

         To extract information needed from the image, a 

feature extraction technique will be carried out. The 

features are extracted using two feature extraction methods 

which are co-occurrence matrix approach, known as grey 

level co-occurrence matrix (GLCM) and also Gabor filters 

to generate more variation of features. 

 

3. Post processing 

         Since extracting the features of lesion is the most 

essential part of diagnosing melanoma, extracting the exact 

boundary of lesion is a vital task. For this, after 

segmentation with an FGWN and according to the 

proposed algorithm, the space between two shapes is filled, 

extra parts are eliminated, and the noise is removed. Then, 

the exact boundary of lesion is extracted. This is done by 

appropriate morphological processes, including erosion, 

dilation, closing and opening, and region filling. Size, 

shape, and kind of structuring elements were based on 

images dimensions and type of their objects that are 

selected tentatively and provisionally. 

4. Orthogonal Least Squares(OLS) 

To select the best subset of W, assuming that the 

size of this subset is known and denoted as s, at first, the 

most significant wavelets in W is selected. Next, all other 

(not selected) wavelets are made orthogonal to the selected 

one. In the second step of the algorithm, the most 

significant of the remaining wavelets is again selected; 

then, in this step, all non selected wavelets are made 

orthogonal with respect to the selected one, so that second 

selected wavelet with addition to the first one can 

determine the best approximation. And then, the algorithm 

goes on for the rest of wavelets. Since all remaining 

wavelets are made orthogonal to all selected ones in each 

step of the algorithm, the improvement of each selectable 

wavelet is isolated. 

5. Evaluation of Results 

         For our test assessment, we utilized a PC with 

Intel(R) Core (TM) 2 Due CPU T9550 (2.66GHz) and 4 

GB RAM. All the methods were realized by 

MATLAB7.12. 

In performance evaluation, the proposed algorithm 

is compared with the existing algorithm. 

 

 
 

                Fig 4:Performance Analysis 

 

 

V.FUTURE WORK 

 

In the future we apply Fuzzy weighted learning 

instead of orthogonal least squares(OLS) for improving the 

segmentation accuracy. 
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VI.CONCLUSION 

 

In this study, another methodology is proposed for 

division of skin pictures dependent upon FGWN. The R, G, 

and B qualities of a skin picture are recognized as FGWN 

inputs and the OLS calculation is utilized to focus the 

system weights and to upgrade the system structure. The 

proposed system with four systems (AT, GVF, FBSM, and 

NN) and hand division by a pro and dependent upon 11 

criteria indicated better brings about correlation to 

comparative past studies.  
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