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Abstract:- The paper, considers classification of two epidemic
diseases dengue and malaria. Accurate prediction could result
in the appropriate hospital triage of dengue and malaria risk
patients. The data is collected from government hospital
located in a town which is surrounded by many villages.
People often visit government hospital near to their villages
once they fall sick. We conduct multivariable analysis to
construct a predictive model for dengue and malaria using
algorithms like Naive Bayes, Random Forest, Logistic
Regression and ANN and the result from them are compared
for the accuracy, it is observed that each algorithm produce
different classification result, hence the ensemble of these
result is carried out. The effectiveness of the methods is
verified in Anaconda platform.
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1. INTRODUCTION

From historical days till present epidemic disease affect the
people demographically, economically, financially making
epidemic disease a global threat. Epidemic disease is the
infectious disease which will spread to a wide population
within small time span leading to public health at risk, if
not treated at proper time. Examples of epidemic disease
are malaria dengue, cholera etc. This study considers two
epidemic diseases like malaria and dengue. Malaria is an
epidemic disease which spreads by protozoan parasite
‘plasmodium’ as a vector of malaria transmission. Malaria
is spread by mosquito anopheles lateen. Malaria incidence
is increasing every year all over the world. India may
become epidemic country, as it shares border with other
already epidemic countries. Dengue is mosquito borne
disease which is spread by Aedes Egyptae. In India dengue
is a serious problem from fast few years, leading to which
India has highest number of dengue cases of about 33
million apparent cases and 100 million asymptotic cases
occurring annually leading to half of the population at risk.
Both disease pose serious problems to the country as the
lack of accurate medicines and proper treatment for the
diseases [Pentapati et al, 2018]. Hence it is necessary for us
to build a predictive model for both of these diseases that
help in identifying disease at its initial stage. In this work
we are building a machine learning model that will predict
the disease at its initial stage. To achieve this goal we are
using Naive Bayes, RF, ANN and LR algorithms which
will work by dividing the collected data into training set
and test set. Where in machine will learn from training data
based on that data model will predict the disease when we
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apply test set which was not known by the model earlier.
Already many works are carried out in this regard for
predicting the dengue and malaria [Adimi et al. 2010],
[Anwar et al. 2016], [Briet et al, 2008], [Pi Guo et al, 2017]
where in they have

considered climatic conditions for building a predictive
model. But this study relies on hospital data which includes
radiology reports, patient demographics, past medical
history and Laboratory reports. We are using CBC
(Complete Blood Count) report, which will be different for
normal persons to that of diseased persons. As of which we
can predict dengue and malaria suspected patient once we
use CBC reports for training the machines.

2. OBJECTIVES

The main objective of this work is to develop a model for
analyzing hospital data and to obtain results by
implementation of machine learning techniques. And to
show that it is possible to create a model that predicts
dengue and malaria at earlier stage by providing a great
ally to government in combating this disease or any other
diseases.

3. STUDY AREA AND DATASET

We have collected CBC reports of dengue and malaria
patients from the year 2014 to 2017. Data is divided into
training data and test data, with amount of training data is
80% and test data as much as 20%.

3.1 Naive Bayes Technique

Gaussian naive Bayes (GNB) classification is a supervised
learning algorithm that uses Baye’s theorem as a structure
for classifying observations into one of a pre-defined set of
classes based on information provided by predictor
variables. GNB classifier estimate the conditional
probabilities that an observation belongs to a particular
class given the values of the predictor variables under the
hypothesis that the predictor variables are class-
conditionally independent, and thus (naively) do not take
into consideration the covariance among the predictor
variables. Thus, the posterior probability that an
observation Y has class index k given the values of
predictor variables Xs.... Xp is modeled according to Bayes
theorem as in equation (1):
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PA(Y = k/X1, ..., Xp) )
n(szHleP(gz k))

XKL =0T P (S = k)

Where (Y = k) is the prior probability that the class index is
k. For each predictor Xj, . . ., Xp, the algorithm estimates a
separate Gaussian distribution for each class, and
observations are assigned to the class with the maximum
posterior probability given the predictor values. We
verified our training set by applying Gaussian NB
Technique; the results are as in the Table 1.

Table 1: Bayesian Technique

Attributes name Measure
Correctly Classified 84%
Incorrectly Classified 16%
Precision 0.84
Recall 0.89
F-measure 0.86
Support 19

3.2 Random Forest

Random forest (RF) is a supervised learning method. This
means that each instance or sample is labeled with the
outcome (RESULT). RF consists of an ensemble of k
classifiers hi(x),ha(X)....... hk(X).With h(x) being the joint
classifiers. Each classifier hi(x) consists of a decision tree,
in which nodes are features as in Table 5. The selection of
the feature is collocated in a node n,which is performed as
follows.(1) A subset of attributes is randomly selected.(2)
An evaluation measure is applied to the selected attributes
according to their capability for providing homogeneity
partitions of the samples, and (3) The attributes with the
highest score is chosen[Beatriz Lopez, 2017]. In particular,
we use the change of the Gini impurity to compute the
score as described in equation (2)

G(gi,n) = — Yckec P(CK) + X p(vi) Yekec P2 (ST];)
(2)

Where V;; is the j value of the i nodes. Probabilities are
estimated according to the instances that reach the n nodes.
Once a node is assigned to the attributes gi, the data is split
in to sets values. The tree is grown with the new nodes in
each branch. These are obtained by repeating the attribute
selection process. The stopping condition is defined
according to the number of instances that remain in the
node. If this number is lower than a given threshold t, the
algorithm stops. Samples used to build each tree are also
selected randomly with replacements. Once the RF is built,
it can be tested for predicting dengue or malaria suspected
patients, which will be the final prediction. The result with
the highest prediction is assigned to g. We verified our
training set by applying Random Forest technique; the
results are as in the Table 2.

Table 2: Random Forest Technique.

Attributes name Measure
Correctly Classified 84%
Incorrectly Classified 16%

Precision 0.85
Recall 0.95
F-measure 0.89
Support 19

3.3 Neural Networks

Artificial Neural Network (ANN) takes its motivation from
human brain which has incredible processing ability
because of having webs of interconnected neurons. ANNSs
are designed by using basic processing unit called
Perceptron. Perceptron has only one layer and solves
linearly separable problems. The problems which are not
linearly separable can be solved by Multilayer Perceptron
Neural Network (MLP). MLP has multiple layers,
including input, hidden and output layers. The proposed
epidemic disease prediction system was designed as a
multilayer Perceptron neural network. The designed ANN
has three layers: namely an input layer, a hidden layer and
an output layer.

« Input Layer was designed to contain 13 neurons. Number
of neurons was decided to be equal to the number of
attributes in the data set.

» Hidden Layer was designed to contain 3 neurons. This
number was decided as a startup point. The number was
changed increasing one by one until it reached to the
number of neurons of the input layer by comparing
performance of them and then selecting the best one. This
approach is based on one of machine learning best
practices that the number of neurons of hidden layer should
be the mean of the number of the neurons of input and
output layers.

» Output Layer was designed to contain 3 neurons. The
designed Neural Network is a classifier running in
Machine Mode which means returning a class label (e.g.,
"Dengue Positive"/"Dengue Negative and Malaria™).
Deciding 3 neurons is based on idea that the output layer
has one node per class label in model. The ANN requires
the learning rate, number of nodes in a single hidden layer,
and maximum number of training epochs are
specified[Ozkan K1l1¢, 2017].The percentages influence of
input variable on the output value, Qik (%), indicating the
importance of input variables were determined as in
equation (3).

n [wij| . 3
Zf=1(2ﬁllwijllvjkl> *10 ( )
T O v )y

i=12/=15T jwij]

Qik(%)=

We verified our training set by applying Artificial Neural
network (ANN) Technique; the results are obtained as in
Table 3.
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Table 3: ANN Technique.

Attributes name Measure
Correctly Classified 73%
Incorrectly Classified 27%
Precision 0.45
Recall 0.64
F-measure 0.53
Support 28

3.4 Logistic Regression

Logistic regression is a nonlinear regression technique for
prediction of dichotomous (binary) dependent variables in
terms of the independent variables (covariates). The
dependent variable can represent the status of the patient
(e.g., Dengue Positive,Y=1:Dengue Negative,Y=0: and
Malaria, Y = 2). The expected probability of a positive
outcome P(Y = 1) for the dependent variable is modeled as
in equation (4):

P(Y - 1) 1+ e_(Bo"'Z?:lBixi)

(4)

Where xi, i = 1,..., n are the independent variables
(covariates), B;i are the corresponding regression
coefficients and By is a constant, these

all will contribute to the probability. Eq. (3) reduces to a
linear regression model for the

logarithm of odds ratio (OR) of positive outcome, i.e.

P(Y =1)
(1—P(Y—1)> Bo +ZBX‘ ®)

In producing the LR model, the maximum-likelihood ratio
is used to determine the statistical significance of the
independent variables [Biswanath Samanta, 2009]. Verified
our training set by applying Logistic Regression (LR)
Technique; the results are obtained as in Table 4.

Table 4: Logistic Regression Technique.

Attributes name Measure
Correctly Classified 2%
Incorrectly Classified 28%
Precision 0.75
Recall 0.84
F-measure 0.79
Support 19

4. COMPARISON OF ACCURACIES FOR NAIVE
BAYES, RF, ANN AND LR
Results from Naive Bayes, Random Forest ANN and LR
are compared for their accuracy. Continues variables
(examples AGE, HB, WBC, RBC, and HCT etc) were
treated continuous, while discrete variables (example
GENDER, RESULT) were treated categorically. We used
performance measures like precision, recall, F1 score are

considered from all four algorithms. We also tested for
significant interactions among variables. At the output,
numerical values were used with one category representing
patients with dengue positive outcomes (1), other with
dengue negative outcomes (0), malaria outcomes as (2).
Table (5) shows the clinical features that we have
considered for this work. It can be noticed that our
proposed system are very effective and robust for
predicting dengue and malaria using Anaconda 3.6
software.
Table 5: clinical features

CLINICAL DESCRIPTION

FEATURES

AGE Age

GENDER Male=1,Female=0

HB Haemoglobin

WBC White Blood Cells

NEUTROPHILS Neutrophils

LYMPHOCYTES Lymphocytes

MIXEDCELLS Mixed cells

RBC Red Blood Cells

PCV Packed Cell Volume

MCV Mean Corpuscular Volume

MCH Mean Corpuscular Hemoglobin

MCHC Mean Corpuscular Hemoglobin
Concentration

PLATELETCOUN Platelet count

T

RESULT 0=Dengue
Negative,1=Dengue
Positive,2=Malaria

5. CONCLUSION

This work presents an automatic system for both prediction
and identification of dengue and malaria. The system is
based on machine learning technique wherein our data is
divided into training set and testing set. Machine will learn
from training dataset and will predict disease when applied
with testing set. The model can accurately categorize
diseased person from non diseased person. And an average
accuracy of above 70 % is obtained from Naive Bayes, RF,
ANN and LR. Results from them are compared for their
accuracies and which is represented graphically as in figl.
We represented the accuracies of Naive Bayes, Random
Forest, ANN and Logistic Regression using bar graph
because it’s very effective to understand and the fig |
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Fig 1: Comparison of accuracies of Naive Bayes, RF, ANN and LR
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Depicts that, Naive Bayes and Random Forest yielding
better results compared to Logistic Regression and ANN
with this it shows the potential to be applied to a range of
medical analysis. Finally, it is hoped that model will be
successfully applied to other problem domains
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