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Abstract—The major issue that has drawn the attention of belonging to the outer layers are declared as

researchers on extracting knowledge from spatiotemporal
data and multimedia data is the high availability of data
gathered from multiple sources. Spatiotemporal data can
be gathered from wireless sensor networks and other
environmental monitoring systems. Multimedia data can
be gathered from various audio, video files. The data
collected from various data sources contain outliers, which
are grossly different or exceptional when compared with
others. Detection of outliers in the process of knowledge
discovery is found to be challenging. In this paper, we are
dealing the outlier detection problem to find the top
outliers from both spatiotemporal and multimedia data by
exploiting rough outlier set extraction (ROSE) method,
which is based on the rough set theory in its lower and
upper approximations, even with uncertainties in data
sets.

Index Terms—Spatiotemporal data, Multimedia data,
Outliers, Rough sets, Uncertainty.

I INRTODUCTION

Data mining can be referred to a process of discovering
knowledge from data where the main emphasis is on
uncovering interesting data patterns that are hidden in large
data sets. Spatiotemporal and multimedia data mining are
growing research areas involving the discovery of hidden
knowledge in large spatiotemporal and multimedia databases,
mainly by detecting periodic and frequent patterns. A
database may contain data objects that do not comply with the
general behavior or model of the data [4]. These objects are
known as outliers. The major applications of outlier detection
include credit card fraud detection, intrusion detection in
computer networks, and detection of abnormal regions or
detecting motion in images. The presence of outliers makes
modeling and mining difficult due to the discordance of
outliers that are introduced into the data [1]. The most
important existing approaches for outlier detection are:
1. Distribution-based approaches [7] that make use of
statistical distributions are used to model the data
and
outliers deviate from the model.
2. Depth-based approaches [8] that evaluate different
layers of convex hulls are computed and the objects

outliers.
3. Distance-based approaches [9] that compute
distances of every object from a target object.
4. Density-based approaches [10] that assign a weight
to each sample based on the neighbourhood density.
The proposed method involves detection of outliers from both
spatiotemporal and multimedia data through rough sets
known as Rough Outlier Set Extraction (ROSE) [1], where
rough set theory is used to define outliers in terms of its lower
and upper approximations. This paper is organized as follows:
Section 2 describes spatiotemporal data mining and Section 3
describes multimedia data mining. Section 4 gives the major
concepts of rough set theory that are related to the work.
Section 5 introduces the problem definitions. Section 6 gives
the ROSE approach to extract spatiotemporal and multimedia
outliers. Finally Section 7 concludes the ongoing work.

1. SPATIOTEMPORAL DATA MINING

A spatial data set is one that has its attributes containing land
information or geographical locations on the earth. A
temporal data set is one that has its attributes containing
several events that are ordered by one or more dimensions of
time. Data sets with attributes containing both location
information constrained by time information are referred to as
spatiotemporal data sets. Data relating to space and time
together, having spatial extension along with temporal
duration is also referred to as spatiotemporal data. Similarly, a
spatial database that stores spatial objects that change with
time is called a spatiotemporal database, from which
interesting information can be mined [4]. Extraction of
implicit knowledge, spatial and temporal relationships stored
in spatiotemporal databases is also known as spatiotemporal
data mining. For example, to group the trends of moving
objects and identify some strangely moving vehicles, or
distinguish a bioterrorist attack from a normal outbreak or the
flu based on the geographic spread of a disease with time [4].
Spatiotemporal uncertainty is the lack of, or the error in,
knowledge about either an object’s position on the earth with
respect to the latitudes and longitudes or an object’s motion at
various time intervals.

1l. MULTIMEDIA DATA MINING

Multimedia is defined as a combination of more than one
media [2]. Generally, the two types of media are static and
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dynamic media [5]. Static media include text, graphics, and
images. Dynamic media include animation, audio, video, etc.
A multimedia database system stores and manages a large
collection of multimedia data, such as audio, video, image,
graphics, speech, text, document, and hypertext data, which
contain text, text mark-ups, and linkages [4]. Extraction of
implicit knowledge stored in multimedia databases is also
known as multimedia data mining. It is applicable in picture
content-based retrieval, voice-mail systems, video-on-demand
systems, and speech-based user interfaces to recognize spoken
commands [4].

V. ROUGH SET THEORY

Rough set theory [3] was first proposed by Z. Pawlak, which
is used to deal with uncertain, vague and incomplete data. The
main idea is based on the indiscernibility relation that
describes the indistinguishability of objects. If one cannot
represent an object in the form of a crisp set, then such object
can be represented by a rough set with the approximate
representation of knowledge. A rough set gives the lower and
upper approximation of the set that has incompletely specified
knowledge.

A. Information System

An information system is a table consisting of rows and
columns, where each row represents an object and each
column represents an attribute. Hence, the information system
is shown as IS = (U, A) where U is the universe of discourse
with a finite set of objects, U = {O,, O,, O3 ... O} and A is‘a
finite and nonempty set of attributes A = {ay, a,, as... a,}.

B. Indiscernibility Relation

The relation between two or more objects where all or some
of the values of its attributes taken into consideration are
identical is known as an indiscernibility relation. This relation
gives the indistinguishability of objects through an
equivalence relationship. A relation among various objects is
said to be equivalence iff they are reflexive, symmetric and
transitive. For B as a subset of A, B €A, the indiscernibility
relation 1Sg on U is given as

I;={{x.V)EU ®xU : va € B,alx) = aly)}

1)
C. Lower and Upper Approximations

Approximations are fundamental to rough set theory, as every
set is represented by means of its lower and upper
approximations. The equivalence classes induced by the B-
indiscernibility relation is denoted by [x]g. For any set X, that
is a subset of the universe U, X4dJ,

the lower approximation is defined as follows:

BX) = {&x e U [x]e

(@)

the upper approximation is defined as follows:

In

X},

BX)={xe U:[xlsnX = 0},

®)

The lower approximation or positive region is the union of all
equivalence classes [12] in [x]g which are already contained
by the target set, where the objects excluding the target set
cannot be included here. The upper approximation or the
negative region is the union of all equivalence classes in [X]g
that have non-empty intersection [12] with the target set,
where the objects excluding the target set can also be included
here. The objects in the lower approximation can be certainly
classified as members of X on the basis of knowledge in B,
and the objects in the upper approximation can only be
classified as possible members of X on the basis of B. The
boundary region consists of objects that can neither be ruled
in nor ruled out [12] as members of the target set X.

BND(X) = B(X) - B(X)
(4)

D. Example

The following table shows an information system containing a
collection of multimedia data as a set of objects. The universe
of discourse is U = {Oy, O,, O3, Oy4, Os, Og, O;}. The set of
attributes is represented as A = {lllustration, Timeline,
Movement}. The possible values for both Illustration and
Timeline are Yes, No and for Movement the possible values
are Static and Dynamic [2].

TABLE |

Information System

Object Condition Attribute
Illustration | Timeline | Movement

(o]} Yes Yes Dynamic
(02} Yes No Static

O3 Yes No Dynamic
O, No Yes Static

Os Yes Yes Static

O¢ No Yes Dynamic
(o]} No Yes Dynamic

From the above table, it can be observed that for the
Illustration attribute, the set regarding the indiscernibility
relation is {O,, O,, Os, Os}, since the objects in the set are
indistinguishable to each other as they possess same value of
the mentioned attribute. Similarly, for the Timeline and
Movement attributes, the sets showing indiscernibility
relations are {O;, Qg4 Os, Og, O;} and {Oy, O3, Og, O;} for
‘Dynamic’ and {O,, Oy4, Os} for ‘Static’.

www.ijert.org



International Journal of Engineering Research & Technology (IJERT)
NCDMA - 2014 Conference Proceedings
ISSN: 2278-0181

For the subset B = {lllustration, Timeline}, the set with
indiscernibility relation is {{O4, Os}, {O,, O3}, {O4, O¢, O;}},
since the objects in the set have same attribute values based
on the knowledge in B. If the target set is X = {O4, O,, O3},
then the corresponding lower and upper approximations are
B(X) = {0, O3} and B(X) = {O;, O,, O;, Os} and the
boundary region is BND(X) = {O,, Os}, which is evaluated as
the set difference between upper and lower approximations.
This region specifies the data objects that can neither be ruled
in nor ruled out [12].

V. OUTLIER DETECTION PROBLEM

Data objects that are grossly different from others or
inconsistent with the remaining objects in the data set are
known as outliers [4]. Outliers can be caused by measurement
or execution error [4]. The process of extraction of outliers
from a data set is known as outlier mining. Outliers present in
spatiotemporal data and multimedia data are to be detected by
means of rough set theory. The proposed approach finds both
spatiotemporal and multimedia outliers.

A. Problem Definitions

Consider an information system IS = (U, A) with U being the
universe of discourse with a data set containing normalized
values (between 0 and 1) for all of its objects, and A
containing the set of attributes. U can be written as follows:

U=1{p;= (2 Zip e Zgm) € [0.1]™ i = 1o, N

()

where p; represents a set of data objects with i=1,2,...,,Nis a
m-dimensional vector and A = {a,, a,, ..., an} is the attribute
set. When the universe of discourse is given, for an integer
n>0 the number of outliers to be evaluated, the degree of
dissimilarity for each object with others for every p; € U,
given as D, (/) is to be evaluated.

The outlier detection problem consists of finding # =n
objects 4. Pz Brs Py, - Pa SUch that

Dy, (1) Z Dy (U) 2
D, (U), ¥j= fi+1..N

= Dp,":'['r:'ﬂpu:{{-rjl = D?Ji[{,f:l =

(6)

An n-outlier set consists of 0 £ I7 with the set of objects

0 ={p. P PrPrss, Pl [ Dy W) 2Dy, W) 2 2
p, W)p, W..p, W = p, W vi=n

+1... N} @

From the above formulae, the outlierness threshold is
considered as T =D, (L) which is defined as the minimum

value among the n maximum measures computed in U, that
belongs to the n-outlier set.
The threshold value for the n-outlier set is

T = min{max, (D, (. Dq[{.":lj JMEX, {Dp{L’], Dq[{.ﬁl,
e s My (D (U), B (U], wp.g € UL
®)

The following definitions are applicable in the outlier
detection problem from both spatiotemporal and multimedia
along with their respective notations given below:

Definition 1. A spatial outlier is an object whose spatial
attribute value is different from its closer objects in its
neighbourhood.

Definition 2. An object that belongs to the spatial n-outlier set
is referred to as a Spatial Outlier (Os).

Definition 3. A Temporal outlier is an object whose temporal
attribute value is different from its closer objects in its
neighbourhood.

Definition 4. An object that belongs to the temporal n-outlier
set is referred to as a Temporal Outlier (Oy).

Definition 5. A Spatiotemporal Outlier is an object that
contains both spatial and temporal outliers (Osy).

Definition 6. A Multimedia Outlier is an object whose
multimedia attribute value is significantly different from its
closer objects in the neighbourhood.

Definition 7. A Multimedia Outlier is an object that belongs
to the multimedia n-outlier set (O,,).

An object p € U is said to be an outlier and belongs to n-
outlier_set iff d°, (U)= 7. To obtain the degree of

dissimilarity, an appropriate measure used is the euclidean
distance computed between each object and all the others
belonging to U. Euclidean distance between two data objects
01(X1,X2,..,Xn) and Oa(y1,Y2,...Yn) in an n-dimensional space is
calculated by the following formula:

D(0y. 07) = (v — 20" + 0 — )"+ + [y — x)°
C))

The real world applications with huge amount of data is found
to be unfeasible due to its high computational complexity O
(N? with N = |U| [1], the cardinality of the data set which
gives the number of objects in the data set, as it is obvious
from (9). To reduce the complexity, two strategies can be
approached by making use of:
1. k-nearest neighbors [11] rather than the
entire N objects where k<<N.
2. apruning strategy to remove all objects that
cannot be in the n-outlier set.

B. Spatiotemporal Outlier Detection

In a spatiotemporal context, the measure associated with each
object is based on the distances from its spatial k-nearest
neighbors and its temporal k-nearest neighbors which can be
given as:

Ds'rp{‘[‘r:' = u-_[}'gp{{,l‘j + .ll-? Drp[{‘r:'

(10)

where
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D, () = j.-"=193 NN (p.p)) A 4-Temporal Outlier Set O, € U gives the set of objects that

(11) deviate from the rest with respect to temporal component only
B and the result is Ot = { P1, P2, P17, P1s }

DF,(U) = Efe.DF (2. NN (0.2 )

(12) A 4-Spatiotemporal Outlier Set O,y £ U gives the set of

where k>0 is the number of nearest neighbors and NN°(p,p;)
specifies the j™ nearest spatial neighbor and NN‘(p,pj)
specifies the jth nearest temporal neighbor. o and B are chosen
in such that a + = 1. Definition 3 defines the spatiotemporal
outlier detection problem by evaluating a measure in (10).

C. Multimedia Outlier Detection
In a multimedia context, the measure associated with each

object is based on the distances from its multimedia k-nearest
neighbors which can be given as:

D™ (U) = T, D™ (. NN™(p.p)) (13)
where k>0 is the number of nearest neighbors and NN"(p,p;)
specifies the j™ nearest multimedia neighbor. Definition 6

defines the multimedia outlier detection problem by
evaluating a measure in (13).

VI. ROUGH OUTLIER SET EXTRACTION

A. Theory

Exploitation of the rough set theory in defining the Outlier
Set is referred to as Rough Outlier Set. For an information
system IS = (U, A) with U being a normalized data set
consisting of data objects and A being the attribute set. If n >
0 are the required outliers, then an n-Outlier Set @ £ 7' is
described as (B(0).E(0)) with the B-Lower and B-Upper
approximations respectively. The B-Lower approximation
B(0) defines the set of objects that can be certainly classified
as members of the set O, on the basis of knowledge in B. The
B-Upper approximation E{07)defines the set of possible
members of O, on the basis of knowledge in B. The formulae

for evaluating both lower and upper approximations are
already mentioned in (2) and (3).

To better illustrate the definitions given in Section 5, an
example spatiotemporal data set is taken from [6]. It contains
U={p =(z0.70.72) € [01]*,i=1,...,18 } wherep;isa
normalized three dimensional data set with A = {a;, a2, a3},
with ay, a, are the spatial attributes and a; being the temporal
attribute. U contains 18 data objects as plotted in Fig. 1. When
the values of k and n are fixed as 3 and 4, the outlier sets are
computed based on euclidean distance and the resultant
outlier sets are computed as follows:

A 4-Spatial Outlier Set O; = U gives the set of objects that
deviate from the rest with respect to spatial component only
and the resultis  Os = {p7, Ps, P17, P1s}-

objects that deviate from the rest with respect to both spatial
and temporal components and the result is Os; = { p7, Ps: P17,

P1s }-

Fig. 1. The example data set U

Spatial Outliers can be evaluated by making reduction based
on temporal attribute, then the B-indiscernibility relation of U
with B = {z;3} will contain the following indiscernibility
relation [6]:

|B:{{p1:p2}:{p3:p9}a{p4}!{p5}n{p6}!{p7ups},
P10} P11} P12} {P1a} P14} {P1s} P16}, {P17}{P1e}}-

From the B-indiscernibility relation all the equivalent objects
have been obtained and the B-lower approximation of the
Spatial Outlier Set O is given as B(0.)= {{p:, ps}, {p7}.
{p1s}} and the B-upper approximation of the Spatial Outlier

Set O is given as B(0,)= {{p7, ps}, {17} {P1s}}-

Temporal Outliers can be evaluated by making reduction
based on spatial attribute, then the B-indiscernibility relation
of U with B = {zi, zp} will contain the following
indiscernibility relation [6]:

IB:{{pllplZ}!{pZ!p13}!{p3}’{p4}l{p5}l{p6}’{p7}l
{ps}{Pa}{P10} {P11}{P1a} {P1s}.{P1s}, {P17}.{P1s}}-

From the B-indiscernibility relation all the equivalent objects
have been obtained and the B-lower approximation of the
Temporal Outlier Set Oy is given as B(0.)= {{p/}, {pws}}
and the B-upper approximation of the Temporal Outlier Set

Oy is given as E{Gt]: {{p1, P2}, {P2, Paa} P17}, {P1e}}-

The following figure shows the spatial, temporal and
spatiotemporal outliers detected from the example data set U

[6]:
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Fig. 2. Detected outlier sets
B. Algorithm

begin ROSE(U, n, k)
UpperSet = null; LowerSet = null;
weight(q)=0;
t=0; T_prev=0;
WorkingSet = ExtractElements(U);
while (WorkingSet ! = null) do
for peU do
for geWorkingSet do
if (LowerSet == null and UpperSet == null) or
(weight(q)>=t_prev)then
ds(p,q) = CalculateSpDistance(p,q)
di(p,q) =CalculateTempDistance(p,q)
EvaluateKNN(p,q,ds,d:,k)

temporal components or both of them depending upon the
chosen attribute subset B with respect to the Rough Outlier
Set. UpdUpperApp and UpdLowerApp at first iteration create
the same set of n top outliers at that step, i.e., the n objects
that have a measure higher than the others. Then, at next
iterations, UpdUpperApp and UpdLowerApp compute the
Lower and Upper approximation of Rough Outlier Set, using
the T (computed by LowerWeight) threshold. At each iteration
i, the pruning strategy selects objects from U with their
measure under the computed threshold to build the Negative
Region. The LowerWeight function computes the t threshold,
which is computed as the weight minimum value among the
weight maximum n values.

VII. CONCLUSIONS

This paper provides a rough set approach as a solution to the
outlier detection problem in both spatiotemporal and
multimedia data. The detected outlier set through rough sets is
named as rough outlier set. The computational benefit of
using euclidean distance on only some of the nearest
neighbours instead of all data objects is also considered. We
hope this work will attain further interest in various problems.
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