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Abstract—Reducing communication overheads for streaming 

application by task scheduling. Communication overhead not 

exclusively increases the temporal property performance but in 

addition they decrease the memory usage for streaming 

applications. By minimizing communication overhead a smaller 

amount all often applied and system performance improved. 

Streaming application method step by step data are modeled as 

dependent tasks. For steaming application method massive 

buffers are in-between tasks. The target is to minimize 

communication overhead whereas minimizing the memory usage. 

To resolve the matter inside information dependencies remodel to 

in-between information dependencies to overlap the execution of 

computation and communication tasks. By doing this 

communication overhead all removed. Based on the 

schedulability analysis formulate the scheduling problem as an 

integer linear programming model and obtain an optimal 

solution. Based on the analysis obtain heuristic memory-aware 

optimal task scheduling to efficiently obtain a near optimal 

solution.  

Keywords—Streaming application,IntegerLinear programming, 

Task scheduling 

I.  INTRODUCTION 

Multiprocessor systems-on-chip (MPSoC) with a large 
number of different processing cores are now common. 
MPSoC consists of multiple heterogeneous processing 
elements, memory hierarchies, and input/output components. 
All these components are linked to each other by an on-chip 
interconnect. This architecture meets the performance needs of 
Telecommunication, network security and other application. 
Streaming application is a form of on-demand software 
distribution. Only essential portions of an application code 
need to be installed on the computer. Application streaming is 
a related concept to application virtualization, where 
application are ran directly from a virtual machine on a central 
server that is completely separate from the local system. 
Communication overhead is one of the most critical design 
issues in embedded systems. In this paper, we focus 
schedulability analysis ILP model based Memory-Aware 
Optimal Task Scheduling (MAOTS) with objective is 
minimizing the overall memory usage and  then propose a 
Heuristic Memory Aware Task Scheduling(HMATS) to obtain 
a near optimal solution. Experimental results show that the 
planned technique will achieve 25% and 30% reduction in 
memory usage and conjointly 16% reduction in optimal 

solution. Then it implements a simulator based on the 
processor model ARM7 MPcore processor.  

II. PROPOSED SYSTEM 

Streaming applications that method streams of information 
are typically shapely as periodic dependent tasks, within 
which streams of information are communicated from task to 
task. Communication overhead not exclusively increases the 
temporal property performance but in addition they decrease 
the memory usage for steaming applications. In existing 
system round robin scheduling is used, the disadvantages of 
round robin scheduling are larger waiting time and response 
time and also low throughput. In some cases length of the 
quantum and number of processes are very large at that time 
overhead may occur. The overhead in communication causes 
delay in process, jitter and distortion this may cause output 
delay. In this method increasing the memory usage. In this 
paper we reduce the communication overhead for application 
by another scheduling method. The existing system has 
increasing the communication overhead and increasing the 
memory usage. In this paper only reduce the inter-core 
communication overhead by pre-emptive scheduling. Pre-
emptive scheduling is where the process is interrupted to stop 
it allow another process to run. Each process gets a time slice 
to run in; at the point of each context switch a timer will be 
reset and will deliver and interrupt when the time slice is over. 
The scheduler can decide which process to run next. Tasks are 
usually assigned with priorities. The proposed system has so 
many advantages pre-empts the currently executing process, 
all multitasking operating systems use pre-emptive scheduling 
and many multiprocessor systems also employ pre-emptive 
inter-task scheduling when they run parallel computations. 

III. METHODOLOGY 

         Many real-time operating systems have been created 

computing systems. MPSoC in contrast generally require their 

core functions to be implemented in a very small amount of 

software both for performance and memory limitations. Real-

time operating system processes in application from 

interfacing with one another by placing them in tasks. It 

assigns priorities to tasks according to their importance in the 

application and switches between them using a scheduling 

algorithm. 
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Figure 1 Overall Description 

 

1. Embedded Applications 

      The embedded application is given to the MPSoC that 

consist of multiple processors. The application is then divided 

in to number of tasks. These tasks are scheduled among the 

processors. Finally the execution time has to be found. The 

embedded applications are telecommunication, image 

processing and MP3 players etc... Many embedded 

applications are commonly referred to as streaming 

applications. From Figure 1 Overall Description 

 

2. MPSoC 

      The MPSoc architecture consists of M processor cores 

{P1,P2,…..Pm},a hierarchical backbone bus a bus arbiter and a 

shared memory. Every processor core is connected via a bus to 

a shared memory, and access requests from processor cores 

are managed by the bus arbiter. From Figure 2 This target 

architecture has been widely adopted in many embedded 

platforms. They are two types of MPSoC architectures 

heterogeneous MPSoC and homogeneous MPSoC. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Figure 2 MPSoC Architecture 

3.Tasks 

          A task is like a process or thread in an Operating System 

(OS). Task term used for the process in the embedded 

systems. A task consists of executable program, state of which 

is controlled by OS. The state during running of a task 

represented by information of process status process structure 

its data, objects and resources and task control block. From 

Figure 3 there are four tasks and the execution time of each 

task is two time units. There are four edges and each edge 

associates with one communication task. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 3 Directed Acyclic Graph 

4. Task Scheduling 

     A running system has many processes, may be even into 

the hundreds. The part of the kernel that keeps track of all 

these processes is called the scheduler because it schedules 

which process should be run next. Pre-emptive scheduling is 

where the process is interrupted to stop it an allow another 

process to run. Each process gets a time slice to run in; at the 

point of each context switch a timer will reset and will deliver 

and interrupt when the time slice is over. The scheduler can 

decide which process to run next. Tasks are assigned usually 

assigned with priorities. To run a certain task that has a higher 

priority before another task although it is running. Then 

running task is interrupted for some time and resumed later 

when the priority task has finished its execution. 

 

5. Execution Time 

         In this paper we consider only four tasks are allocated 

that execute in same system with two processor and shared 

memory. In each task set have different task priorities. And 

also set dependent of each tasks. Then each task execute in 

priority based. All tasks are completed by average waiting 

time about 25 microseconds.   
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IV. RESULTS AND DISCUSSION 

     Directed Acyclic Graph (DAG) shown in figure 3 is 

considered and implemented in Linux operating system. 

Consider there are four tasks and also each task assigned by 

priority based. DAG graph consist four edges and each edge 

associates with one communication task T1, T2, T3 and T4 are 

tasks. 

 
 

Figure 4 Comparison between two scheduling 

 

       The above graph figure 4 shows that comparison between 

two scheduling, the proposed technique can achieve 25% in 

memory usage, optimal solution achieve in proposed 

technique is 16%. The proposed heuristic approach can obtain 

near optimal memory usage with less time compared with the 

ILP-based optimal solution. 

 

v.CONCLUSION 

    The task scheduling problem of communication overhead 

for streaming applications is totally removed by proposed 

technique. We experiments on a set of benchmarks from 

streaming application. The experimental results show that the 

proposed approach can significantly reduce the optimal 

solution and improve the memory usage.  The results among 

different processors depend on the task schedule on each of 

those processors and vice versa.  
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