Recovery from Link/Node Failure using MPLS and Tunnel
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Abstract— MPLS fast reroute (MPLS-FRR) mechanisms deviate the traffic in case of network failures. The Fast-reroute applications have been presents for Multiprotocol Label Switching (MPLS) networks to make it workable to fast reroute traffic locally in case of failure. The peak of this approach is that fast re-route a packet throughout the link. The Multiprotocol Label switching (MPLS) packet forwarding based on some Constraint. Having identified a link/node failure in the MPLS, an alternate path must be found that push the packets from the source node to the destination node. This mechanism is known as fast rerouting and the procedure with the help of which the label switching path (LSP) is calculated before a failure occurs is known as fast reroute. By using this fault recovery technique we can make MPLS network is fault tolerant. Multiprotocol Label Switching (MPLS) fast reroute (FRR) can be defined by various methods, for example local repair and global repair. After reaching LER we don’t have to take reroute instead which a tunnel can be created to send the packets.
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I. INTRODUCTION

In recent year, multi protocol label switching has become one of the most network backbone technologies. There is a problem of packet loss and packet delay in MPLS networks. The technology also helps to deliver highly scalable, discriminated end-to-end IP services with simpler configuration and provisioning for both Internet providers and end-users. In case of failure MPLS first has to establish a new label switched path (LSP) and then forward the packets to the newly established LSP. For this cause MPLS has a slow restoration response to a link or node failure on the LSP.

The first we address the fast rerouting mechanisms for MPLS networks and then we focus on the problem of packet loss and packet delay for protected LSP in MPLS-based network for a single node/link failure. In case of failure, MPLS has to establish a new label switched path (LSP) and then forward the packets to the newly established LSP. For this cause MPLS has a slow restoration response to a link or node failure on the LSP. Our fast rerouting mechanism avoids packet disorder and significantly reduces packet delay during the restoration period. The objective is to avoid packet delay during the restoration period.

In this paper we have proposed a new algorithm that belongs to link/node recovery and using routing protocol and TCL we have simulated it in network simulator. We estimate it with the rerouting fault recovery algorithm focusing on fault recovery time. Fault recovery time is the most important in fault tolerance. So an algorithm may be used to recover it. Since there are packet loss, time delay and acknowledgement, traffic in the rerouted path will definitely be increased. Which is not preferable. By saying failure in the network we mean that first fault occurs in the working label switch path and proposed algorithm switches over the traffic on the alternative path.

Then second fault occurs in the alternative path mean while the primary path was not restored yet and the alternate path to reach dead end of LER/source node itself that time to create tunnel. In the justification for creating tunnel is to save time. We developed a fault recovery protocol that performs well in terms of fault recovery time.

In addition to this we propose a mechanism for failure recovery in an LSP. This proposal integrates the path protection, local repair and global repair methods. In addition to the link/node failure protection, the fault tolerance proposal provides a significant reduction of delay that the fast rerouted traffic can experience after a link failure, because the repair activity is taken close to the point of failure.

The first goal of this paper is to find a path protection in MPLS networks. This path calculation based on the labels. The second goal is to find link/node failure recovery, when a failure is detected in the protected LSP, the traffic is sent backwards to the ingress LSR using a pre-established LSP. When the ingress LSR receives the first packet from the backward LSP, the traffic flow for the protected LSP is redirected to the alternative LSP that was established previously between ingress and egress LSRs following a global repair strategy. Finally the packet reaches LER and there not exit any path to the destination then the packet cannot be forwarded so LER/source node itself that time to create tunnel.

II BACKGROUND AND RELATED WORK

The related work aims in reviewing the existing literature related to failure recover to fast reroute. In the existing methodology we find fast recovery from dual/single link failure or single node failure.

In this section, we explain the basics of the MPLS fast reroute (MPLS-FRR) [14] mechanism to improve the Internet behavior in speed. Each node executes the forwarding...
and routing operations independently for each packet, on the basis of the destination address in the packet header [18]. Each router selects the next-hop on the basis of the routing table, created through information exchange among routers, according to routing algorithms rules.

The network which has two or more feasible paths to send the traffic from ingress node to an egress node, we can call these paths as the primary path and the alternative path [15]. The second will be the path where the traffic will be sent when a network problem appears. It is possible to say that the alternative path protects the primary path. This alternative path can be established either after the failure is detected, or simultaneously with the first LSP establishment.

A problem exists when it is necessary to fast reroute the traffic between two paths. This process must be performed minimizing the time. In this section different methods for computing the alternative path have been presented.[14] In a new mechanism to fast rerouting is described. Basically, having an alternative path selection is based on local/global repair [18]. The ingress node must detect both local/global failure and reroute the traffic through the alternative path.

For fault occurs in MPLS networks there are several schemes and algorithms are developed, some of them are related to the domain of “link/node failure recovery” [8] and some of them are “tunnel”. They are generally tested on major criteria’s like, Recovery Time, Packet Loss and Most important criteria that we focused are fault tolerance though it is very rare but has strong impact on the reliability of the network. [17] The major types of recovery schemes that are used for MPLS recovery are link/node failure recovery and Rerouting are defined under. Figure 1 shows an example of MPLS based network.

Multi-protocol Label Switching (MPLS) is a scalable broad band technique used to strength the IP networks. Packets enter the MPLS network through a router called Ingress router [19]. In an MPLS network, incoming packets are assigned a label on the packet for further transmission. Functionally label is a short fixed length identifier that is used to forward the packets.

![Figure 1: MPLS Network](image)

[16] Inside the network the labels are used to route the packets without regard to the original packets header information. Packets are forwarded along a label switch path (LSP) where each label switch router (LSR) makes forwarding decisions based solely [10] on the contents of the label. To be able to quickly react to failures in the network, MPLS provides fast reroute (FRR) capabilities. These are local mechanisms that enable the failure-detecting router to switch packets to preconfigured backup LSPs.[19] At each hop, the LSR strip off the existing label and applies a new label which tells the next hop how to forward the packet. The last router in the LSP is responsible for removing the label from the packet. That router is called Egress router. [3] Like IP or faults may occur in the MPLS network. For such link /node failure, for this situation there should be a specific mechanism for resolving faults.

### III PROBLEM DEFINITION

#### 3.1 Problem Definition

When the primary label switched path (LSP) [17] encounters a problem due to link or node failure, the data that travel needs to be rerouted over an alternative LSP. [19] This is equivalent to using a new LSP to carry the data. The alternative LSP can be established after a protected LSP failure is detected, or [13] it can be established before hand in order to reduce the LSP switchover time. The former option has a slow response in the rerouting function. The latter has a much better response.

- **a. Explicit Paths for One-to-One Backup**
  
  This process is only for tiny networks (e.g., to have a benchmark solution for another method). [17] It does not provide the solution of the problem in terms of multiple explicit paths. Only ingress routers initiate fast reroute but other nodes would take more time.

- **b. Many-to-one backup**
  
  Both ingress and transmit routers need to be configured. While taking reroute, [18] since configuration process has to be done for every single node, much of time is spent. If may to one is adopted, the backup length will become large.

- **c. Dual Link Failures**
  
  There is no additional information carried in the packet header to improve the multi-failure tolerance of FIR. The secondary failure identification takes more time [8].

- **d. Single /dual Node Failures**
  
  The recovery mechanism of single node failure avoids the data leakage or data loss. [7] When the dual node fails, the amount of recovery and reroute time is increased.

### IV METHODOLOGY

In our proposal, when a fault is detected by an LSR, a switchover procedure is initiated and the packets are sent back via the backward LSP. When all packets [1] are returned to the ingress LSR (i.e., the ingress LSR receives its tagged packet) and have been rerouted to the alternative LSP, the restoration period terminates [3]. The packets stored during this time in the ingress LSR, along with all new incoming packets are now sent via the alternative LSP. [2] Note that global ordering of packets is preserved during the whole process.
a) Failure recovery

In the MPLS network, the packet enters the ingress router to select label switching path (LSP). In this LSP any failure occurs to take MPLS fast reroute to find an alternate path [19].

Local repair means after identifying the failure in the link/node, we have to find a neighbour node through which packets can be sent [18]. Figure 2 shows an example of local repair approach is given below.

Global repair means even after taking neighbour node to send the packet, if any failure occurs that the packet can’t be sent, we must take reroute to the previous node and forward the packet hop-by-hop to reach the destination [12]. Figure 3 shows an example of global repair is given below.

b) Tunnel creation

If the failure is identified in the LSP, it should be rerouted to find an alternate path to reach LER. If the packet is rerouted to source node then it is directed directly to the destination by using tunnel. Figure 4 shows an example of global repair is given below.

At the beginning of the tunnel, the LSR assigns the same label to packets from different LSPs by pushing the label onto each packet’s stack. At the end of the tunnel, the LSR pops the top label. In the Bypass tunnel a LSP used to protect a set of LSPs passing over a common facility [14]. Label stacking allows different primary LSPs to use the same bypass tunnel for failure protection. Switch packets received on the protected LSP onto the bypass tunnel replace the old label with a new label that will be understood by the last node in the bypass tunnel to indicate LSP. [16] Push the bypass tunnel’s label onto the label-stack of the redirected packets.

V. ALGORITHM

This algorithm describes failure recovery from link/node. [14] This failure is identified based on Failure code (FC). Figure 5 shows an example of Failure recovery algorithm

1. Extract FC, label, destination address from received packets.
2. Compute the outgoing link corresponding to the destination address FC, and label in the packet. For Each outgoing link do
   a. let L1 be the forwarding link
   b. If L1 is available then forward the going link has failed packet along L1
   c. Outgoing link has failed then
      else single link failure scenario
   d. Send link failure message to all neighbour of node adjacent to failed link
   e. Set FC to 1, forward packet along link failure fast reroute paths, go to step 4
      end if
End if
4. if FC=1 then
   a. Assume that the packet arrived along the arc that reverse of L1 reroute to as L2
   b. If check current node to find neighbour node available
      If neighbour node is LER or source
       Go to step 6
      c. Neighbour node available to forward to next node(local repair)
      d. else reroute to source node to find alternate path (global repair)
      end if
   e. If outgoing link incident on node has failed then
      single node failure scenario
   f. Send failure message to all neighbour of failure node
   g. set FC=2
   end if
5. If FC=2 then
   a. Node failure has occurred
      b. Node to connect all the link to forward node failure in the neighbour node
      c. Go to step 3
6. If FC=3 then
   a. The current node is LER or source node to create tunnel
      b. Go to step 7
      c. Stop
7. stop

Figure 5: Failure recovery algorithm

FC = Failure code
LER = Label Edge Router
LSP = Label Switching Path
LSR = Label Switching Router

In MPLS packet header, FC (Failure code), label and destination address are added. If there is no link failure, Failure code is set as 0 to send the packet provided the next hop is available. If the outgoing link has failed then FC value is replaced as 1.

FC=1 means link failure in the network. At this point we must take reroute to the previous node and then apply local/global repair to forward the packets. When forward the packets if there is any node failure we must take to previous node and replace the FC value as 2.

FC=2 means if there is one again a single node failure we must take reroute to the previous node and look if there are alternate paths available where one can available two approaches that are local/global repair to send the packets to the destination. If the packet do not reach the destination but reach LER, We must replace the value as 3.

FC=3 is nothing but creating a tunnel between LER to destination.

VI EXPERIMENTAL RESULT

The simple network topology [23] with a protected LSP and a pre-established end-to-end alternative LSP are used. When the proposed failure recovery algorithm is compared with the existing algorithm, It is understood that the proposed algorithm saves much time. The simulation platform [24] for these proposals was the same in order to be able to compare the simulation results [22].

VII CONCLUSION

In this paper we have focused on the recovery in MPLS network. After identifying the node/link failure we would be able to take fast reroute so that time could be saved [14]. It compute recovery path on demand after the occurrence of the fault, where as the proposed fault recovery algorithm is followed. [18] After reaching LER we don’t have to take reroute instead which a tunnel can be created to send the packets. Having not taken the reroute time is once again saved.

VIII FUTURE WORK

The Enhancement of this project includes creation of more number of nodes and links [17], and also simulate recovery scheme for different types of wired networks in order to achieve better performance.
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