
 Real Time Tracking using Feedback Learning 
  

 

 

Prachi Arora 

 
D. J. Sanghvi College of Engineering

 
Vileparle(w),Mumbai

 

Prof.  Vivek Deodeshmukh

 
D. J Sanghvi College of Engineering

 
Vileparle(w),Mumbai

 

 

 
Abstract—

 

Present methods for object tracking perform adaptive 

tracking-by-detection, meaning that a detector predicts the 

position of an object and adapts its parameters to the object’s 

appearance at the same time. To enable long-term tracking, there 

are a number of  problems which need to be addressed. The key 

problem  is the detection of the object when it reappears in the 

camera’s field of view or  the object may change its appearances 

from  the initial frame. Long-term tracker should handle scale 

and illumination changes, background here we propose the TLD 

framework that overcomes these problem. PN learning algorithm 

is proposed which uses background subtraction technique to 

increase speed of the frame processing for object detection. 

Template Matching algorithm is used to match cropped image 

with region of interest in the current frame to mark the Object 

Location. If match is found then Principle Component Analysis 

algorithm is used for detection of the fast moving object which is 

the advantage over the existing systems.

 

If match does not found then Proposed Modified PN learning 

processing is applied to detect the image in rapid motion video. 

 
 Keywords—

 

Long Term Tracking,Principle component 

Analysis, Template matching, PN learning.

 I.

  

INTRODUCTION 

  

 

In a video stream taken by a hand-held camera depicting 

various objects moving in and out of the camera’s field of 

view. A bounding box is defined which is defining the object 

of interest in a single frame, our goal is to automatically 

determine the object’s bounding box or indicate that the object 

is not visible in every frame that

 

follows.[1] The video stream 

is to be processed at frame rate

 

and the process should run 

indefinitely long .We refer to this task as long-term tracking.

 
To enable long-term tracking, there are a number of problems 

which need to be addressed. The main problem is the detection 

of the object when it reappears in the camera’s field of view. 

This problem is aggravated by the fact that the object may 

change its

 

appearance, thus making the appearance from the 

initial frame irrelevant. Next, a successful long-term tracker 

should handle scale and illumination changes, background 

clutter, partial occlusions, and operate in real time.[2]

 
The long-term tracking can be

 

approached either from 

tracking or from detection perspectives. Tracking algorithms 

estimate the object motion. Trackers only require 

initialization, are fast, and produce smooth trajectories. On the 

other hand, they accumulate error during runtime (drift) and 

typically fail if the object disappears from the

 
camera view. Research in tracking aims at developing robust 

trackers that  track “longer.” The long-term tracking can be 

implemented either from tracking or from detection 

perspective. Tracking algorithms tracks object motion. 

Trackers only require initialization, are fast, and produce 

smooth trajectories. On the other hand, they accumulate error 

during runtime (drift) and typically fail if the object disappears 

from the camera view [3]. The post failure behaviour is not 

directly addressed. 

 
Detection based algorithms estimate the object location in 

every frame independently. Detectors do not drift and do not 

fail if the object disappears from the camera view. However 

they required an offline training stage and therefore cannot be 

applied to unknown objects [4].  

 
It is found in research that neither tracking nor detection 

can solve the long term tracking problem. If both opearate 

together there is potential to benefit from one another. A 

tracker can provide weakly labelled training data for a detector 

and thus improve it during runtime. A detector can reinitialize 

a tracker and thus minimize the tracking failures [6] [5].

 II.

 

PREVIOUS WORK

 To perform video tracking an algorithm analyzes 

sequential video frames

 

and outputs the movement of targets 

between the frames. There are a variety of algorithms, each 

having strengths and weaknesses. Considering the intended 

use is important when choosing which algorithm to use. There 

are two

 

major components of a visual tracking system: target 

representation and localization and filtering and data 

association [5]. Target representation and localization

 

is 

mostly a bottom-up process. These methods give a variety of 

tools for identifying the moving object. Locating and tracking 

the target object successfully is dependent on the algorithm. 

For example, using blob tracking is useful for identifying 

human movement because a person's profile changes 

dynamically [4]. Typically the computational complexity for 

these algorithms is low. The following are some common 

target representation and localization

 

algorithms [6].

 

 

Blob tracking: segmentation of object interior (for 

example blob detection, block-based correlation or optical 

flow)

 


 

Kernel-based tracking

 

(mean-shift tracking): an iterative 

localization procedure based on the maximization of a 

similarity measure (Bhattacharyya coefficient).

 


 

Contour tracking: detection of object boundary (e.g. 

active contours or Condensation algorithm)
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  Camshift algorithm uses color feature for real time object 

tracking. Camshift fails when video is under rapid motion 

illumination changes and background distraction.[1].  

 Adaptive Local Search and Kalman Filter are proposed to 

predict position of Moving object.  

Kalal has given work TLD framework for tracking and 

detection and PN learning algorithm to learn about the 

characteristics of the moving object in video stream [2]. 

Improved Camshift reduces the effect of illumination 

interference and judges whether the target is lost.  

III. CURRENT WORK 

 

TLD FRAMEWORK: 

 Tracker estimates the object motion under the assumption 

that the object is visible and its motion is limited. A tracker 

can provide weakly labeled training data for a detector and 

thus improve it during runtime.[1] Detector performs full 

scanning of the image to localize all the appearances that have 

been observer in the past. A detector can reinitialize a tracker 

and thus minimize the tracking failures. Detection based 

algorithms estimates the object location in every frame 

independently. [1][3]  

Detectors do not drift and do not fail if the object 

disappears from the camera. However, they require an offline 

training stage. The starting point of my work says that neither 

tracking nor detection can solve long term tracking task 

independently. But if they operate simultaneously, there is 

potential to benefit 

 Wide range of trackers and detectors exist, we are not 

aware of any learning method that would be suitable to the 

TLD framework [5]. Such a learning method should: 

 Deal with arbitrarily complex video streams where the 

tracking failures are frequent. 

 Never degrade the detector if the video does not contain 

relevant information, and operate in real time. 

 To tackle all these challenges, we rely on the various 

information sources contained in the video. Consider for 

instance, a single-path denoting the object location in a single 

frame. This path defines not only the appearances of the 

object, but also determines the surrounding patches, which 

define the appearances of the background [4]. When tracking 

the patch, one can discover different appearances of the same 

objects as well as more appearances of the background [7]. 

This is in constant to standard machine learning approaches, 

where a single example is considered independent from other 

examples. This opens interesting questions of how to 

effectively exploit the information in the video during learning 

[6]. 

 

Fig. 1. Block diagram of TLD framework 

 

P-N LEARNING: 

  In every frame, the P-N learning performs the following 

steps: 1) evaluation of the detector on the current frame. 2) 

Estimation of the detector errors using the P-N experts, and 3) 

update of the detector by labeled examples output by the 

experts. 

 P-experts – recognizes missed detections and  

 N-experts –recognizes false alarms 

  The estimated errors augment a training set of the 

detector, and the detector is retained to avoid these errors in 

the future. As with any other process, the P-N experts are also 

making errors themselves [8]. However, if the probability of 

an experts error is within certain limits (which will be 

analytically quantified), the errors are mutually compensated, 

which leads to stable learning [10]. 

A real-time long-term tracking system based on the TLD 

framework and the P-N learning is shown. The system tracks, 

learns, and detects an object in a video stream in real time [5]. 

 

TEMPLATE MATCHING:  

Template matching is a technique for finding areas of an 
image that match (are similar) to a template image (patch).  

Two primary components are required: 

  Source image (I): The image in which we expect to find a 
match to the template image  

Template image (T): The patch image which will be compared 
to the template image. Goal is to detect the highest matching 
area:[16]  
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Fig. 2. 

 

Fig. 3. 

 

To identify the matching area, we have to compare the 
image against the source image by sliding it:[16]  By sliding, 
we mean moving the patch one pixel at a time (left to right, up 
to down). At each location, a metric is calculated so it 
represents how “good” or “bad” the match at that location is (or 
how similar the patch is to that particular area of the source 
image).[16] For each location of T over I, you store the metric 

in the result matrix (R). Each location in R contains the 
match metric:[12] 

The image of Fig 3  is the result R of sliding the patch with 
a metric TM_CCORR_NORMED. The brightest locations 
indicate the highest matches. As you can see, the location 
marked probably the one with the highest value, so that 
location (the rectangle formed by that point as a corner and 
width and height equal to the patch image) is considered the 
match. In practice, we use the function minMaxLoc to locate 
the highest value (or lower, depending of the type of matching 
method) in the R matrix. Different Template matching 
techniques are mentioned below.[16] 

1. Method=CV_TM_SQDIFF 

 

 

 

 

 

2. Method=CV_TM_SQDIFF_NORMED 

 

 

 

3.Method=CV_TM_CCORR 

 

 

 

4. method=CV_TM_CCORR_NORMED  

 

 

 

 

5. method=CV_TM_CCOEFF 

   

 

  
Where 

 

 

 

6. method=CV_TM_CCOEFF_NORMED 

 

 

 

IV. LIMITATION OF EXISTING SYSTEM 

 

 When object changes its appearance or object is moving out 
of camera frame and comes back,  it does not recognize. Long 
term tracking fails due to rotation, illumination changes, 
background clutters and operate in real time. TLD does not 
perform well in case of full out-of-plane rotation.   
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V.  PROPOSED ALGORITHM 

Proposed a method for predicting the object motion and 

detecting the abnormal activities from surveillance videos, 

which is based on the learning of statistical motion patterns 

[12]. In these applications, the movements of objects are 

constrained by structured environments. Therefore, the 

relationship between objects and environments can be 

exploited as additional information for improving the 

performance of tracking [11].  

We use the environment state to model the relationship 

between the objects and environments. The proposed system is 

implemented using Open CV tools. We propose a novel 

tracking framework (TLD) that explicitly decomposes the 

long-term tracking task into tracking, learning, and detection 

[4]. The performance of our proposed method is evaluated in a 

quantitative manner. Tracking-Learning-Detection, which is 

tightly coupled with an adaptive background generation to 

overcome the limit of block matching [5]. The proposed 

algorithm is robust to the object’s sudden movement or the 

change of    features [1]. It can be extended to complex and 

dynamic changing environment provided an effective and 

efficient.[2] The long-term tracking can be approached either 

from tracking or from detection   perspectives. Tracking 

algorithms estimate the object motion. Trackers only require 

initialization, are fast, and produce smooth trajectories.[8] 

 
    Fig. 4. System Architecture 

VI. STEPS FOR THE ALGORITHM 

1 Initialize all the system variables 

2 Initialize Camera 

3 Fetch the first frame from the camera 

4 Select object to be tracked .i.e. 1
st
 template 

5 Store the template in Database 

6  Create ROI at 20 pixel distance. ROI can be increased with 

the increment of 20 pixels if object is not found in the current 

ROI.  

7 Fetch the next Frame from video stream.  

8 Apply the template matching in imgROI for ith index of 

learned template to get the Object location. Template 

matching algorithms used to get highest intensity location and 

mark the object location.[13] If ROI fails then background 

subtraction technique can be used. [4][14] 

9 Check for the % of matching of the ith template and store in 

the array 

10 If matching is greater than matching limit update the 

tracker for the matched location and regenerate ROI 

11 Repeat from step 7 

12 If match not found at all find the best match in the array. 

13 if match is greater than learning limit apply PCA algorithm 

[15][9][17] with the best matched template and the new 

template from ROI 

14 If matched percentage is greater than learning limit  apply 

PN learning algorithm for identification of detectors error and 

learning from it by pair of two experts P and N experts. P 

experts detect the true image while N expert detects 

background image.  

 

PN learning Algorithm 

 

 
Fig. 5 P N Algorithm 

 

Object/template from the image is selected by the user. 

Generate grid on the frame i.e divide the frame into no. of 

square or rectangular box, object to be tracked is called as P-

type of object and remaining is background which  is divided 

into the numbers of N-type objects as shown in figure. This P-

type Object becomes reference template. Apply template 

matching on the ith negative image with the new template. 

Percentage of P-Type and N-Type matching is calculated.[17] 

If percentage matching is greater than limit it is a background 

and if it is less it is a positive response. If response is negative 

increase the region of Interest and go back to step 7 similarly 

response is positive store it in database and repeat from step7. 

As Object moves, position of P-Type and N-Type of Objects 

may change accordingly. Percentage of P-Type of Object is 

calculated and behavior of object is learned. Maximum 

percentage of P-type of object gives the object of interest  

VII. SCOPE OF TLD 

1. TLD system is designed to track the objects 

continuously in Long-Term videos 

2. In existing system to track any object we must watch 

and observe the each and every frame of the footage 

to track the object movements 

3. It is very much time consuming process and it can be 

overcome by TLD We can track the object as well as 

learn the object 

4. Video indexing: automatic annotation and retrieval of 

in multimedia databases  

5. Automated surveillance or wildlife surveillance: 

monitoring a scene to detect activities or unlikely 

events. 
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6. Traffic monitoring: real-time gathering of traffic 

statistics to direct traffic flow 6. Vehicle navigation: 

video-based path planning and obstacle avoidance 

capabilities [1] 

VIII. CONCLUSION 

We studied the problem of tracking of an unknown object 

in a video stream, where the object changes appearances 

frequently moves in and out of the camera view. We designed 

a new framework that decomposes the tasks into three 

components: Tracking, Learning and Detection. The learning 

component was analyzed in detail.  

Various algorithms and techniques are studied to enhance the 

performance of long term tracking by reducing the complexity 

caused by complex object shapes motion, illumination 

changes, scaling, rotation and partial and full object occlusions 

compared to existing systems.   
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