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Abstract

Visual information from lip movements helps to improve the accuracy and robustness of a speech recognition system. Lip contour extraction is a useful technique for obtaining a mouth shape in an image and is one of the most important techniques for human-computer interaction applications such as lip reading and speech recognition. This paper presents a new method for automatic lip detection and tracking using geometric projection method and adaptive thresholding. From the real time video, the face images are grabbed and a modified geometric projection method is proposed to extract the mouth region based on the distribution relationship with the face Region Of Interest (ROI). After mouth localization, a new pixel-based approach using adaptive thresholding is proposed to extract the outer lip contours. The performance of the lip tracking method using adaptive thresholding is evaluated in real time in the normal room environment, and the method achieves 98% recognition rate.
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1. Introduction

Several researches have demonstrated that useful information about the speech content can be obtained through lip reading of speakers [1-5]. Lip reading is a technique of understanding speech by visually interpreting the movements of speaker’s lips. Lip localization is the first step in lip reading system and if it is not accurate it directly affects the lip tracking and feature extraction of lip movement and ultimately will have an impact on the recognition rate [1]. The main goal of lip reading research is to make the human-computer interaction more natural and to adapt with different lighting conditions, different speakers and also with various skin colors. There are wide ranges of application in which lip reading is an integral part that can improve the performance of overall system. These applications include audio-visual speech recognition (AVSR), visual speech recognition (VSR), synthetic talking faces and facial expression analysis. Currently, significant research efforts are being made on AVSR and VSR. AVSR is the extension of acoustic speech recognition, which employs both acoustic and visual information. It significantly improves the recognition accuracy in noisy environments [2]. Visual speech recognition is a vision based approach to recognize speech without evaluating the acoustic signal. Potential application of such a system includes human computer interface for hearing impaired users, lip reading mobile phones and improvement of speech-based computer control in noisy environments [3]. Difficulties in the audio based speech recognition system can be significantly reduced by additional information provided by the extra visual features. It is well known that visual speech information through lip-reading is very useful for human speech perceptions. The main difficulty in incorporating visual information into an acoustic speech recognition system is to find a robust and accurate method for extracting important visual speech features.

The aim of this paper is the extraction of inner and outer lip contour using geometric projection method and adaptive thresholding. This paper is organized as follows. Section 2 gives the review of previous work on face localization and the technique used in this paper for face localization. Section 3 describes the review of previous work on mouth localization and explains the geometric projection method for lip localization. Section 4 describes the review of previous work on lip tracking and the pixel-based technique used in this work for lip tracking. Section 5 presents the experimental results and section 6 presents conclusion.

2. Real Time Face Localization

Most of the researchers have done their work starting with face detection and then later on lip localization [1-2]. Face detection is used to find the faces in the given arbitrary image. Different techniques have been proposed for face detection and localization. Still-image-based face recognition methods such as Line edge map [4], Support Vector Machine [5] and
Correlation filter [6] are widely used. The video-based face recognition methods mostly use still-image-based recognition to select frames [7]. In the literature, different methods are used to train the video-based face recognition. Most commonly used methods are Radial Based Fuzzy Neural Network [8], Probability modeling [9], Hidden Markov Model [10] and AdaBoost classifier [11]. Every method has its own advantages and disadvantages.

In this paper, Viola and Jones face detector [11] is used. This method is capable of processing image promptly and achieving high detection rates. The Viola and Jones face detector method has been distinguished by three key contributions such as new image representation called integral image, learning algorithm based on AdaBoost and combining classifiers using a cascade scheme. The first contribution in face detection is the new image representation called integral image representation. It allows the features used by the detector to be computed very quickly. For each pixel in the original image, there is exactly one pixel in the integral image, whose value is the sum of the original image values in the left and above of the original pixel.

\[
I_I(x, y) = \sum_{x' \leq x, y' \leq y} I(x', y')
\]  

In (1), \(I_I(x, y)\) is the integral image at location \(x, y\) and \(I(x, y)\) is the original image.

The second contribution was an AdaBoost learning algorithm which selects a small set of features from a large set and yields extremely efficient classifiers. Given a set of positive and negative training image features, the AdaBoost classifier is employed to boost the performance of a weak classifier.

The third contribution is a method for combining complex classifiers in a cascade to increase detection performance while reducing computation time. It allows background region of the image to be quickly discarded while spending more computation on promising object-like regions. Majority of the sub-windows are rejected before complex classifiers to achieve low false positive rates.

In this paper, in-house audio visual dataset is used. The recording details of the database are briefly explained in section 5. The video is captured in Audio Video Interleave (AVI) file format which is taken as input to face detection module. Then the frames are grabbed from the video and it is subjected to the face detection module as a JPEG (Joint Photographic Experts Group) image. From the input images, large number of features were evaluated using two rectangle, three rectangle and four rectangle features. The two-rectangle and three-rectangle features were overlaid on a typical training face in the video.

From the large number of features, a small set of critical features were selected using Adaboost learning algorithm. Then the critical features were classified by combining complex classifiers. Most of the negative feature sub-windows were rejected before the complex classifiers. In the experiments, about 70 – 80% of the candidates were rejected in the first two stages – feature evaluation and feature selection, which made this technique speed up the detection. In-house database is taken as input to face detection module which detects the face and it is marked by a rectangle ROI. The results after face detection under different lighting conditions, backgrounds, face poses are combined and shown in figure 1.

![Figure 1: Output of face detector on a number of test videos.](image)

### 3. Mouth Localization

For the past few years, many techniques have been proposed in the literature to achieve lip detection. In [12], Rule-based lip detection technique is proposed based on normalized RGB color space. Combination of Haar like feature with variance value [13], constructed a new feature called variance based Haar like feature which is used to locate human face and lip region. To locate the mouth region, hybrid edges were projected along the X and Y axes [14]. Hybrid edge is the combination of pseudo hue and luminance information of the upper, middle and lower section of the lips. In [15], Combination of AdaBoost and Haar feature is used to detect face and eyes using OpenCV technique. Mouth region is localized, using its distribution relationship with face and eyes.

In general, mouth localization is categorized into two methods: Gray projection method and geometric
projection method. In gray projection method, an image is projected on horizontal and vertical axes, so the mouth region is defined by valleys of horizontal and vertical curves. In this method, mouth region can be easily defined but with less accuracy, which can be easily affected by bad lighting conditions, low discrimination in lip and skin color. In geometric projection method, the mouth Region of Interest (ROI) is roughly located according to distribution features of the mouth in the face region. Advantage of this approach is simple and fast mouth localization. Main drawback is less accuracy for different head poses.

In this paper, a modified geometric projection method is proposed to detect the mouth ROI. After face detection, a mouth region is localized by considering the lower part of the face region defined empirically as follows:
(i) Mouth is always in the lower part of the face.
(ii) Half size of the distance from the face ROI is the width of the mouth.
(iii) 1/3rd of the height of the face ROI is the height of the mouth.

Based on the above analysis, fast mouth detection is proposed using geometric projection method. In the following algorithm, mouth region is located using its distribution relationship with faces.

1. The result after face localization is taken as input for mouth localization.
2. Detect the mouth ROI of all the frames of grabbed face ROI.
3. Find out the values associated with the face region in the x-y coordinates.
   - face_left: x-coordinate value of the Left border.
   - face_top: y-coordinate value of the Top border.
   - face_width: Width value of the face region which is calculated as the difference between x-coordinates of left and right borders of the face rectangle.
   - face_height: Height value of the face region which is calculated as the difference between y-coordinates of top and bottom borders of the face rectangle.
4. Using the generalized calculations (5-8), the mouth ROI is located in the x-y coordinates of the face ROI.
   - mouth_width = (face_width + face_left) – (face_width / 4)
   - mouth_height = (face_height + face_top) + (face_height / 15)

where,
- mouth_width: Width value of the mouth region.
- mouth_height: Height value of the mouth region.
- mouth_left: x-coordinate value of the left border of mouth region.
- mouth_top: y-coordinate value of the top border of mouth region.
5. Mouth_width, mouth_height, mouth_left, mouth_top are the values used to localize and extract the mouth ROI from the grabbed frames of face ROI.
6. The extracted mouth ROI is copied into new frame for further processing.
7. Repeat the steps (1) to (6) for all the frames until the video ends.

The diagrammatic representation of mouth ROI extraction using geometric projection algorithm is shown in fig 2. Based upon the rectangle ROI of the face, another ROI is set to extract the mouth in the lower half of the face. Mouth ROI is separated from the frame and it is copied to another frame which has only the mouth region. The proposed method has the advantage of providing a reliable mouth ROI without any mouth model construction and complex procedures such as determining corners and edge detections. This method will be more helpful for those research works which involves the lip reading process.

![Figure 2: Mouth region localization in real time Video](image-url)
To extract the lip region, geometric projection based lip detection method is used in this paper. In a standard face the location of the mouth is in the lower half of the face. Based on this concept, a ROI is set by reducing the left, width, top and height values with respect to the face ROI. Then the mouth ROI is localized by the empirical calculations. The extracted Mouth ROI is copied into new frame for further processing. The results after lip localization using geometric projection model are shown in fig. 3.

Figure 3: Mouth localization results

4. Lip Tracking

After the mouth region localization, a precise lip tracking should be followed for proper lip reading. Lip tracking is challenging because large variations caused by high deformable level of lips, different color tone of lips, illumination conditions, appearance of teeth and tongue, presence of facial hair, beard and so forth. Various methods are available for lip tracking sequences and these approaches can be classified into two major approaches: the pixel based approach [13-17] and model based approach [18-20]. In pixel based approaches, the lip features are directly derived from the given images. The image intensities are pre-processed and then used as a feature vector. Preprocessing normally consists of filtering concepts and reduction in dimension. The advantage of this approach is that there is no data loss and the procedure is easy for deriving the lip features. The disadvantage is it is left to the classifier to learn the nontrivial task of finding the generalization for translation, scaling, rotation, illumination and linguistic variability. Another disadvantage is high dimensionality and high redundancy of feature vector which affects the processing time. Many research works are available based on pixel based approaches. In [15], RGB to Lab color space transformation is proposed for lip tracking. In [16], skin and lip colors were separated using the self-adaptive skin and lip color separation model. Kalman filter [13] is used for lip tracking and then it is trained and classified using Support Vector machine (SVM). Red Exclusion and Fisher transform [17] is proposed to separate the lip color from skin colors in normal distribution of the gray value histogram.

In model based approaches, a model of the visible speech articulators, mainly the lip, is built and its configuration is described by a small set of parameters. The advantage of the model based approach is that the important features are represented in a low dimensional space and are normally invariant to translation, rotation, scaling and illumination. The main difficulty in the model based approach is to build a model which represents the lip shape efficiently and which is able to locate and track the lip contours of different speakers under different illumination conditions. Various research works are there using model based approaches. Active contour model, deformable templates and active shape model are the most popular approaches for lip tracking. Active contour model [18] is constructed by a series of connected curves, which will conform to the object’s boundary under internal and external forces. Slow processing speed and model initialization are the difficulties faced on the active contour model. Deformable template [19] uses a parametric model to describe the physical shape of the object. This model is used to describe the object shapes using small number of parameters. Active shape model [20] is used to describe the object details and it is controlled within few modes of shape variation derived from the training data set. One of the important issues in model based approach is the formulation of the cost function that drives the lip model to fit the original lip in the image.

In this paper, a new pixel based approach is proposed for real time lip tracking from color images. Accuracy, robustness and processing time are the main concerns of our proposed algorithm. In this paper, lip tracking mainly includes 3 steps: Image enhancement, thresholding and lip contour tracking. After the mouth ROI extraction, the enhancement of the lip region has to be done to yield better result. The enhancement starts from increasing or decreasing the brightness or contrast of the image.

In human perception, brightness is visually judged by the luminance of the object. In the RGB color space, brightness reckoned as the arithmetic mean \( \mu \) of the Red, Green, and Blue color coordinates

\[
\mu = \frac{R+G+B}{3} \quad (2)
\]

Brightness is also a color coordinate in the HSB or HSV color space (hue, saturation, and brightness or
value). By increasing or decreasing brightness we can improve the quality of image. Contrast is another important attribute to improve the quality of the image. Contrast is the difference in visual properties that makes an object distinguishable from other objects and the background. Contrast is calculated by using the formula,

$$L = \frac{L_{\text{max}} - L_{\text{min}}}{L_{\text{max}} + L_{\text{min}}} \quad (3)$$

Where $L_{\text{max}}$ is the maximum luminance and $L_{\text{min}}$ is the minimum luminance value. After image enhancement, threshold is used to separate the lip and non-lip region. Thresholding is used to segment an image by setting all pixels whose intensity values are above a threshold to a foreground value and all the remaining pixels to a background value. It is the simplest way of segmenting an image ROI. Basically there are 3 types of thresholding, which can be used to separate the object from its background. They are global thresholding, local thresholding and adaptive or dynamic thresholding. In global thresholding, the threshold value depends only on $f(x, y)$, where $f(x, y)$ is gray level at pixel $(x, y)$ i.e., intensity value of the $x$, $y$ coordinates. In local thresholding, threshold value depends on $f(x, y)$ and $p(x, y)$, where $p(x, y)$ is the local property of pixel $(x, y)$ like average gray level of a neighborhood centered on $x$, $y$. If the value depends upon $f(x, y)$, $p(x, y)$ and $(x, y)$, where $(x, y)$ is the spatial coordinates of the pixel, it is referred as adaptive or dynamic thresholding. In this paper, adaptive thresholding method is used to track the inner and outer lip contours.

The lip and non-lip region can be discriminated using the following algorithm.

1. The frame which has only mouth ROI is subjected to image enhancement.
2. The enhanced image serves as the input for thresholding.
3. Adaptive thresholding is applied to the input image.
4. For each pixel in the input image, threshold $T$ is calculated.
5. For all pixels of the lip region, judge their pixel value using the formula:

$$f(x, y) > T \quad (4)$$

where $f(x, y)$ represents the pixel value of $(x, y)$. If it satisfies the equation (11), then it can be considered as lip pixel and set it to black, otherwise non-lip pixel and set it to white.

6. The threshold image is enlarged to the size of 200 * 200 pixels for better processing.
7. The resulting frame after thresholding is a mass of lip contour points where the feature points of inner contour points were extracted for both upper and lower lips.
8. The point of interest (POI) is detected by the projection of final contour on horizontal and vertical axes.
9. The outer contour points are extracted from the first and last gray level changes on horizontal and vertical axes.
10. Repeat the steps from (1) to (9) for all the frames.

Overall, 98% of the lips can be accurately tracked for in-house database. New Pixel based approach using adaptive thresholding have better separation ability comparing to other color space components. Our proposed lip tracking method has successfully improved the lip tracking performance under different lighting conditions, different lip shapes and different lip colors. The lip tracking results are shown in table 1.

**Table 1**

<table>
<thead>
<tr>
<th>Lip tracking results</th>
<th>Real time</th>
<th>In-house Database</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total No. of mouth ROI frames</td>
<td>15,000</td>
<td>(25 * 600)</td>
</tr>
<tr>
<td>Detected no. of frames</td>
<td>14,700</td>
<td></td>
</tr>
<tr>
<td>Recognition Rate</td>
<td>98%</td>
<td></td>
</tr>
</tbody>
</table>

**5. Experimental Results**

In order to evaluate the performance of our proposed procedure, in-house dataset is used. The recording details of the dataset are shown in table 2.
The in-house videos were recorded inside a normal room using web camera. The participants were 14 females and 16 males, distributed over different age groups, starting from 15 years to 50 years. The videos were recorded at 25 frames per second. It is stored in AVI file format and resized to 320*240 pixels, because it is easier to deal with AVI format and it is faster for training and analysing the videos with smaller frame sizes. Each person in each recorded video utters different phonetically balanced English sentences, which are differing in background, illumination, poses and also in talking style. Ten different subjects were used for 30 persons for which each person utters 10 subjects with 2 different slangs. Thus, this database consists of 30 * 10 * 2 = 600 AVI files. The only restriction on these videos is that they must show the frontal face of the person. Fig. 4 shows the comparison results of recognised frames percentage for male and female speakers. Both the speakers pronounced 10 different subjects in two different slangs.

The frames from the video are subjected to the face detection module which detects the face in the video and marked by a rectangle ROI using AdaBoost cascaded classifier. This real time face recognition was described in section 2. The real time face tracking method is computationally efficient and it is not sensitive to the size of the face, facial expression and lighting condition. Based upon the rectangle ROI of the face, another ROI is set to locate the lip in the lower half of the face as described in section 3. The lip ROI is separated from the frame and is copied to another frame where the current frame has only the lip region. The frame which has only lip is subjected to image enhancement to improve the quality of image for further processing. The enhanced image serves as the input for adaptive thresholding where lip region is separated from the background. The threshold image is enlarged to the size of 200 * 200 for better results. The resulting frame after thresholding is a mass of lip contour points where the inner and outer contour points were extracted for upper and lower lips. It follows the method described in the section 4. The lip tracking performance of the proposed method with respect to in-house database is given in Table 1.

Table 2
In-house database details

<table>
<thead>
<tr>
<th></th>
<th>Male</th>
<th>Female</th>
</tr>
</thead>
<tbody>
<tr>
<td>No. of persons</td>
<td>16</td>
<td>14</td>
</tr>
<tr>
<td>No. of subjects</td>
<td>10*16 =160</td>
<td>10*14 = 140</td>
</tr>
<tr>
<td>No. of times</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Subjects uttered</td>
<td>160*2 = 320</td>
<td>140*2 = 280</td>
</tr>
<tr>
<td>No. of frames</td>
<td>320*25 = 8000</td>
<td>280*25 = 7000</td>
</tr>
<tr>
<td>Total No. of frames</td>
<td>15,000 frames</td>
<td></td>
</tr>
</tbody>
</table>

The frames from the video are subjected to the face detection module which detects the face in the video and marked by a rectangle ROI using AdaBoost cascaded classifier. This real time face recognition was described in section 2. The real time face tracking method is computationally efficient and it is not sensitive to the size of the face, facial expression and lighting condition. Based upon the rectangle ROI of the face, another ROI is set to locate the lip in the lower half of the face as described in section 3. The lip ROI is separated from the frame and is copied to another frame where the current frame has only the lip region. The frame which has only lip is subjected to image enhancement to improve the quality of image for further processing. The enhanced image serves as the input for adaptive thresholding where lip region is separated from the background. The threshold image is enlarged to the size of 200 * 200 for better results. The resulting frame after thresholding is a mass of lip contour points where the inner and outer contour points were extracted for upper and lower lips. It follows the method described in the section 4. The lip tracking performance of the proposed method with respect to in-house database is given in Table 1.

6. Conclusion
In this paper, a new method for lip contour extraction from the face is presented. The recorded visual speech video is given as input to the face localization module for detecting the face ROI. Based upon the AdaBoost cascaded classifier, the rectangle ROI of the face is drawn and another ROI is set to locate the mouth region. The mouth ROI is separated from the frame and is copied to another frame which has only the mouth region. The frame which has only the mouth region is subjected to image enhancement to improve the quality of image for further processing. The enhanced image serves as the input for thresholding, where lip region is separated from the background. The resulting frame after thresholding is a mass of lip contour points where the outer contour points are extracted. The performance of the lip tracking method using adaptive thresholding is evaluated in real time in the normal room environment, and the method achieves 98% of recognition rate for 15,000 frames. This method is invariant to size and color of the mouth. The mouth localization and tracking techniques are computationally efficient and the system recognizes the outer lip contours within a reasonable time.
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