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 Abstract---This electronic document is about face detection. In 

computer literature face detection has been one of the most 

studied topics. Given an arbitrary image, the goal of this 

project is to determine whether or not there are any faces in 

the image and detection of eyes and upperbody. While this 

appears to be a trivial task for human beings, it is very 

challenging task for computers. The difficulty associated with 

face detection can be attributed to many variations in scale, 

location, view point, illumination, occlusions, etc. Although 

there have been hundreds of reports reported approaches for 

face detection, if one were asked to name a single face detection 

algorithm that has most impact in recent decades, it will most 

likely be the Viola and Jones face detection, which is capable of 

processing images extremely rapidly and achieve high detection 

rates. In thiswe are going to study and understand the Viola-

Jones algorithm by implementing the detection frame work 

and based on that implementation, conduct experiment to 

improve the performance. 

 

Keywords— Face Detection, Challenges, Haar, Adaboost, 

Cascade Classifier. 
 

I. INTRODUCTION 

In the past 10 years, there has been an exponential 

development in the field of image processing. New 

generation computers are becoming smarter and faster to 

process Terabyte of data. Object recognition that gained 

attention in the field because of its utility in industries such 

as manufacturing, packing etc. Super market is the common 

example and that uses a barcode to identify a product. A 

manufacturing unit employs a device that needs to find the 

position of the object accurately. For example, the bottle 

filler robotic arm needs a computer vision and that is used to 

detect the structural nature of the object. Computer vision 

allows the computer to sense the object and process the 

desired information at blazing speeds. Just like eyes are the 

source forhuman, a camera is the source for computer. 
 

Face detection is also a part of theobject detection. Face 

detectioncan be classified into two classes (face and non-

face). 
 

These applications are needs to locate the position of the 

face in the image or video. Moreover, it has added a much 

needed aspect of security in the recent years.Some of the 

key implementations of face detection are the Biometric 

systems, a front sided camera (selfie) of a smart phone, 

human presence detection. Basically face detection senses 

the presence of the facein a 2D frame. Several methods and 

approaches are developed for the face detection. 

 

Depending on the data feed into the computer, the results 

are generated by it. The correctness and the reliability of the 

algorithm used. Some parameters are used as a standardto 

evaluate the performance of the face detectors 
 

a)Learningtime: Thetime required to adapt and improve 

the reliability to differentiate between a face and non-face. 

 

b) Samples needed for training: More accuracy is 

obtained by the more number of the samples and the result 

obtained sacrificing the speed of detection, 

 

c) The ratio between detection rate and false 

alarm,d)Execution time. 

In section3, some factors affecting the face detection 

algorithm are discussed. Section 4 describes the commonly 

used face detection approaches. Section 5 throws the light 

on the viola Jones method with adaptive boost learning. 
 

II. LITERATURE REVIEW 

Over the years many contributions were done to the field 

of face detection and recognition. G.Yung came with 

multiresolution rule method. This is the knowledge based 

method and it is used to detect the face by using the 

structural nature of the face [4]. Feature based method uses 

the facial features [5][6], skin colour [7][8] and it is 

combined with the multiple features [9] of the face for better 

accuracy and detection speed, the accuracy is sacrificed.  

Template matching method was employed. For this steady 

and uniformly scaled images are used. Predefined face 

templates [10] and deformable templates [11] were 

introduced which was completely a predefined structure 

without using learning. Appearance based methods gives 

faster and more accurate resultsthat could distinguish a face 

from a non-face in any environmental conditions. For 

getting desired resultsNeutral networks models[12] are 

commonly used. 
 

 

III. CHALLENGES 

The challenges corresponding to the face detection can 

be attributed to the following factors: 
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A. Head pose: 

  As the human head is somewhat like a sphere in 3D 

space so it is difficult to get the image of the face facing to 

the viewerand at the centre position all time as shown in fig 

1. Due to this, sometimes an eye, partial nose cannot be 

viewed properly [13]. Hence that may appear in half profile 

and would rather make it easy to detect the face. 

 
Fig.1. Head rotated in horizontal direction. 

B. Image orientation: 

An image can be upside-down or can be mirror image of 

original image. This can foil theprocess of face detection. 

Fig.2,Shows the orientation of the face in a 3D space. 

 
Fig.2.same face in different pose. 

C. Obstruction in front of the face: 

Haar features are used to classify the detection object in 

the viola jones method. It is based on the difference in the 

intensity level of the different parts of the face and is used to 

detect weather it is face or not. Due to the presence of 

another object in front of the face it is difficult to detect the 

required feature of the face. In the basic face detection 

method to increase the efficiency more features with more 

data points are incorporated. Some of the cases such as the 

sun glass on face, mouth covered, eyes covered as shown in 

fig.3, In addition to thesefactors, object infront of the face or 

else hair in front of the face can also affect the face 

detection. 

 
Fig.3.Simple occluded face images. 

 

 

 

IV. FACE DETECTION METHODS 

 
Fig.4.Commonly used face detection methods 

A. Feature based 

The unique elements of the face are used in the feature 

based approach. A face can be detected using the elements 

such as eyes, nose and lips. The feature based approach is 

reliable because the structure and size of these elements are 

different from those of the non-face. The face of the subject 

always contains these elements and their position is related 

to each other. Nowadays, skin is used to detect the face as a 

human skin has unique texture and colour than that of non-

face objects. The desired region can be highlighted using 

edges, which play a very important role. For this purpose 

blobs and contours are used. Feature based approach needs 

to localize the face on image. In this method we find the 

skin region and if we find at least one eye in the frame it is 

said to be valid. The next step is facial features identification 

(fiducial points). To detect the eye pupil from the eye detect 

region the H-plane of the HSV colour space is used. 

     In order to minimize the eye look for an area, we 

assuming that the eyes expected position to be at upper 

portion of the face. For eye detection Haar-like features 

cascade is used. It locates the eyes in the rectangular 

regions. By taking the Hue information of the eye image, an 

algorithm is developed to locate the eye pupils in a given 

ROI of eyes.  In the threshold image, the threshold and 

contour of hue image is detected.Centroid of the contour is 

detected as the eye pupil. Next, by using Haar-like features 

we can detect the nose of the object. Based on the facial 

geometry for mouth location estimation, an approach is 

proposed that having known eyes centre and the position of 

the nose. The detected face location of the other element of 

the face can be known by maintaining the uniform distance 

between the eye and the nose tip.   

Advantage: 

• Features are invariant to pose and orientation change. 

Disadvantage: 

• Hardship to locate facial features because of several 

corruptions (illumination, noise, occlusion). 

• Difficult to detect features because complex 

background. 
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B. Knowledge based 

Knowledge based approach is also known as Top-down 

approach. This method mainly uses the geometrical nature 

of the face. The two eyes of the human face are symmetrical 

to each other and the nose is at centre point of the face. 

G.Yang and T.S. Huang presented an algorithm for rule 

based face detection in frontal views for multi resolution 

image. In this algorithm a set of human coded rules are used 

to represent the face of the object. Fig. 5,the general steps 

are 

a) The centre part of face has uniform intensity 

values. 

b) The difference between the average intensity values 

of the centre part and the upper part is significant. 

c) A face often appears with two eyes that are 

symmetric to each other, a nose and a mouth. 

 
Fig.5.A typical face used in knowledge-based top-down methods 

There are three levels in these methods: 

Level 1(lowest resolution): 

Apply the rule “the centre part of the face has 4 cells with a 

basically uniform intensity” to search for candidates. 

Level 2: Local histogram equalization followed by edge 

equalization followed by edge detection. 

Level 3:  Search for eye and mouth features for validation. 

 
Fig.6. (a) n = 1, original image. (b) n = 4. (c) n = 8. (d) n = 16.Original and 

corresponding low resolution images. Each square cell consists of n x n 

pixels in which the intensity of each pixel is replaced by the average 

intensity of the pixels in that cell. 

This test was carried out on 60 images. The method 

detected face in 50 images with 28 as false face detection. 

One attractive features of this method is that a coarse-to-fine 

or focus-of-attention strategy is used to reduce the required 

computation. 

C. Appearance based 

To find the relevant features of face and non- face, it 

relays on techniques from statistical analysis and machine 

learning. . The learned characteristics are in the form of 

distributed models or discriminant functions that are 

consequently used for face detection[16]. For better 

computational efficiency dimensionality of the image is 

reduced. This method uses classification and uses the 

features in the search window. In this method commonly 

used features are census transform and Haar- like features.  

The statistical method needs learning between the enormous 

instances. To create a cascade classifier of multistage 

adaboosting combines some weak classifiers. An image 

containing face has some strong classifiers and weak 

classifiers. In order to detect the weak classifier a search 

window is used and if it is above the certain threshold then it 

passes the weak classifier to strong classifier. This methods 

of this method is the non-face window is easily rejected 

which increases the speed and accuracy. Multilayer 

perceptron neural network, support vector machine, Hidded 

markov model, principal component analysis are some 

examples. 

Methodology is explained in Fig.7, at first pre-

processing of input image is done. In this pre-processing 

treatment includes rotation, scaling and quantizing. Then the 

classifiers are used for labelling and distinguishing the data. 

Post processing contours around the detected face. 

 
Fig.7. Facial feature recognition for classification 

Advantages: 

• Use powerful machine learning algorithms. 

• Has demonstrated good empirical results. 

• Fast and fairly robust. 

• Extended to detect faces in different pose and 

orientation. 

 

Disadvantages: 

• Usually needs to search over space and scale. 

• Need lots of positive and negative examples. 

• Limited view-based approach. 

 

D. Template matching 

It is commonly used in the systems where there is high 

possibility of getting a human face. Predefined structure of 

uniform size and shape of template is used and that makes 

the detection of the desired object and it is easy to 

comparing the template with objects. In case of face 

detection, the template matching finds the relation between 
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the input image or video and the face patterns or the features 

Fig.8, shows a template for face detection. 

 
Fig.8. A template of human face shape oriented in vertical and rotated form 

Template matching method is deformable and based on 

the facial contours. Unlike the appearance based method 

which uses neural network, templates are hand coded (not 

learned) and uses correlation to locate the faces. 

Advantages: 

• Simple method 

• Include less amount of data points for face 

detection 
 

Disadvantages 

• For frontal views, face must be having  occlusion 

• Face(s) must of same size as that of the template 

• This method is dependent to size, scale and rotation 

• Computational efficiency is less 

• To cover more views of the face, more number of 

templates are needed and hence needs more time to 

detect a face. 

 

V. VIOLA JONES APPROACH 

In order to detect an object using a camera, viola and 

jones algorithm is one of the fast and accurate approaches. 

All the smart phones and digital cameras manufacturers are 

adapting these techniques to enhance the focus. Haar and 

adaboost features help the algorithm to detect the face in a 

fraction of second.  Then, they are subtracted from the total 

of white boxes. Finally, the result will be compared to the 

defined threshold and if the criteria are met, the feature 

considers a hit 

 
Fig.9. Flow chart of the algorithm 

This approach is used to detect the objects combine’s 

four key concepts: 

1. Simple rectangular features, Haar-like features. 

2. Integral image for rapid feature detection. 

3. Adaboost machine- learning method. 

4. Cascaded classifier to combine many features 

efficiently. 

A. Haar like features 

Haar like features are used todetect variation in the black 

and light portion of the image. This computation forms a 

single rectangle around the detected face. Based on the 

colour shade near nose or forehead a contour is formed. 

Some commonly used Haar features are: 

1. Two rectangle feature. 

2. Three rectangle feature. 

3. Four rectangle feature. 

 
(a) 

 
(b) 

 
(c) 

Fig.10. (a) Two rectangle feature (b)Three rectangle feature (c)Four 

rectangle feature 

     The value of two rectangle feature is the difference 

between the sums of the pixels within the two rectangle 

regions as shown in fig.10, in three rectangles, the value is 

centre rectangle subtracted by the addition of two 

surrounding rectangles. Whereas four rectangle features 

computes the difference between the diagonal pairs of the 

rectangles[20]. Fig.10, Two features of Haar. 

Haar-like feature can be calculated with the following 

equation [13] : 

Feature =ie{1…N}wi.RecSum (x,y,w,h)  -----(1) 

Where RecSum (x,y,w,h) is the summation of intensity 

in any given upright or rotated rectangle enclosed in 

adetection window and x, y, w, h are for coordinates, 

dimensions, and  rotation of that rectangle, respectively. 

Haar Wavelets represented as box classifier which is used to 

extract face features by using integral image which is 

described in the next section. 

B. Integral Images 

They are also known as summed area tables. Integral 

image is used to felicitate quick feature detection. The 

meaning of integral image is the outline of the pixel values 

in the original images. 

The integral image at location (x,y) contains the sum of 

the pixels above and to the left of (x, y) inclusive 

II (x, y) = i(x, y) 
x’≤ x, y’≤ y 
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As can be seen from Fig.11, each location of x and y in 

the integral image is the sum of pixel values in above and 

left location of x and y [21]. 

 
Fig.11. Demonstration the concept of integral image 

 
Fig.12. Finding the sum of shaded rectangular area 

 
 

For instance in Fig.12, let 1,2,3,4 be the values of the 

integral image at the corner of a rectangle, next the sum of 

original image values within the rectangle can be computed 

as the below equation and only 3 additions are required for 

any size of the rectangle. 

SUM = 4-2-3+1 

Value = (pixels in white area) -  (pixels in black area) –

(3) 

 

C. Adaboost machine learning method 

For combining different classifiers of same data set this 

algorithm uses concept of bagging .The purpose of this 

concept is to improve an unstable classifier where a small 

change in the learning set produces a large change in the 

classifier. 

We use adaboost algorithm to select small features from 

the face which helps to compute the image fast and easily. 

This method gives desired region of the object discarding 

unnecessary background. This model can be interpreted by 

using neural networks. 

Adaboost learning method is fast and it gives desired 

data. This data can be classified into classifier which 

contains small features commonly employed for pattern 

detection. It has high accuracy and detection speed but 

requires more time to train.  

D. Cascade classifier 

This algorithm (viola and jones) eliminates the face 

candidates quickly using cascade of stages making stricter 

requirements in each stage with further stages become 

difficult to candidate to pass if they fail in any one of the 

stage. If the candidate passes all the stages then the face is 

said to bedetected. 

 

Graphical user interface(GUI): 

       The real-time face detection program is developed using 

any higher version of MATLAB. A graphic user interface 

allows users to perform tasks interactively by using controls 

likes switches and sliders.  GUI can be created easily and 

can be run in MATLAB or be used as stand- alone 

application. 

OUTPUTS: 

 
Fig.13. Detection of eyes 

 

 
Fig.14. Detection of face 

 

 
Fig.15. Detection of upper body 

 

VI. CONCLUSION 

In this paper, we have discussed about the commonly 

used face detection methods. These methods signify the 

importance and utility for different applications. Since these 

methods are dynamic, much advancementis made every day 

to achieve accurate and true face detection.  

    This approach of detecting face was derived by viola and 

jonesto increase computational efficiency. All the smart 

phones and digital cameras manufacturers are adapting these 

techniques to enhance the focus. Haar and adaboost features 

help the algorithm to detect the face in a fraction of second. 
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