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Abstract: Cloud is one of the emerging technologies in computer 

engineering. Several companies move around on the way to this 

technology due to lessening maintenance cost.Numerous 

organizations offer cloud service such as SaaS, IaaS, PaaS. 

Different organization provides same service with different 

service charges and waiting time. So customers can select 

services from these cloud providers according to their criteria 

like cost and waiting time.  By using ‘demand pricing’ strategy, 

providers can provide services with minimum cost without  

loosing any income or valuable resource time. But the existing 

system does not provide any automated job scheduling 

considering consumer cost, provider benefit, consumer waiting 

and provider idle time. This paper proposes a multi objective 

genetic algorithm for solving this multivariable optimization 

problem. This system provides a new cloud brokering 

mechanism with cloud service discovery using this optimization 

technique. This paper considers IaaS. In this system user submit 

a job to cloud. Cloud provides infrastructure to run this job and 

gave output to user. Here aim of user is to obtain output with 

minimum time and minimum cost. At the same time aim of 

provider is to increase the income. For that provide run more 

job within unit time. So We have to minimize consumer cost, 

consumer waiting time and provider idle time, and maximize 

provider benefit. 

 

Keywords— Cloud computing, multiserver system, pricing model, 

profit, response time, ,service charge, SLA, waiting time, server 

configuration, QoS 

 

I. INTRODUCTION 

 

The cloud is a next generation platform that provides 

dynamic pools of resource , virtualization, and high 

accessibility. Today, we utilize scalable, distributed 

computing environments within the margins of the Internet 

put into practice known as cloud computing. Cloud 

computing helps to decipher the daily computing problems, of 

hardware resource and software availability unhurried by 

computer users. The cloud computing provides an 

straightforward and non ineffectual solution for daily 

computing. Prevailing cloud systems mainly focus on finding 

an effective solution for the resource management. 

Cloud Computing is Internet based computing where 

virtual shared servers provide software, infrastructure , 

devices, platform and other resources .They also provide  

hosting to customers on a pay-as-you-use basis. The cloud 

makes it possible for user to access your information from 

anywhere at any time. Cloud Computing enables a user what 

you need and pay for what you use model. This will enable 

businesses to invest on innovative solutions that will help 

them address key customer challenges instead of worrying 

about operational details.  

 “Cloud computing is a model that enable suitable, 

on-demand network access to a  pool of shared configurable 

computing resources (e.g., servers, storage, networks, 

applications, and services) that  able to  be rapidly 

provisioned and released with minimal management effort or 

service provider interaction.” 

More specifically, cloud describes the use of a set of 

information, services, applications, and infrastructure . 

Infrastucture in cloud mainly consist of a great pool of storage 

,computer, network, information, and resources. These  can be 

rapidly scaled up or down providing an on-demand utility-like 

model of allocation and consumption. Cloud enhances 

collaboration,  scaling, availability, and provides the potential 

for cost reduction through optimized and efficient computing. 

 

Dynamic resource management is one of the crucial problems 

in the existing cloud environment due to changing resource 

demands of large computational tasks. They require 

knowledge of the resource needs for service requests of 

various kinds, and these needs may change over time. The 

blend of heterogeneous computing and cloud computing is 

emerging as a influential new standard to meet the 

requirements for high-performance computing (HPC).Cloud-

based, heterogeneous[8] computing represents a significant 

step toward solving large computational tasks. Efficient load 

balancing[21] in a cloud is challenging since running 

machines have the problem of load imbalance due to resource 

variation in heterogeneous environment. For heterogeneous 

systems nodes have different processing capabilities, dynamic 

load balancing methods are preferred. This approach makes 

load balancing decision based on the current load status which 

varies on each machine . distribute load on the nodes at run 

time   Modern parallel computing hardware demands 

increasingly specialized attention to the details of scheduling 

and load balancing across heterogeneous execution resources 

in cloud. 

This research work mainly concentrating on developing an 

efficient dynamic load balancing method in heterogeneous 

cloud environment and hence achieve effective utilization of 

QoS Supported SL  A  for Profit Maximization of 
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resources and thereby increase the performance of the system. 

, we propose a new framework  for calculation provider 

benefit ,consumer benefit, consumer cost , quality of service 

and power consumption. 

II PROPOSED SYSTEM 

 The pricing model of a service provider in cloud 

computing is based on two components, namely, the income 

and the cost. For a service provider, the income is the service 

charge to users, and the cost is the renting cost plus the utility 

cost paid to infrastructure vendors. A pricing model in cloud 

computing includes many considerations, such as the quantity 

of a service (the amount of a service), the  application 

environment’s workload,  of a multiserver system’s 

configuration(the size and the speed), the penalty cost  of a 

low-quality service, the  consumer’s satisfaction (the expected 

service time),the SLA, the quality of a service (the task 

waiting time and the task response time), , the cost of renting 

and energy consumption, the service  provider’s margin and 

profit. The profit (i.e., the net business gain) is the income 

minus the cost. In order to maximize the profit, it is essential 

that a service provider should be aware of both service 

charges and business costs, and also, how they are resolute  

by the  of the application’s characteristics and the  multiserver 

system’s configuration.. 

A.The Model 

This system provide a pricing model, that takes 

following factors such as the workload of each and every 

application environment, the multiserver system’s 

configuration, , the SLA , the approval of a consumer, the 

penalty  cost of a low-quality service , the amount of a 

service, the QoS parameters  of a service,  the cost of renting, 

the cost of energy consumption.It also considers the  service 

provider’s margin and profit too.The Multiserver system  is 

treated as an M/M/m queuing model, so as to solve the profit 

maximization problem analytically.  

Main objective of this project is to allocate user submitted job 

to one of these N servers based on following criteria 

1. Power consumption 

2. Quality of service 

3. Consumer satisfaction and mainly maximum 

profit 

 

 

 

 

 

Figure 1:Architecture 

To achieve the objective of adaptive resource 

allocation for satisfying the service requests of customers, we 

use the  architecture namely cloud booster archietecture. 

B. M/M/m queuing model 

 

The multiserver system is treated as an 

M/M/m queuing model, so as to formulate and solve the 

optimization problem can analytically . The system considers 

two server speed and power consumption models. They are 

the idle-speed model and the constant-speed model. The the 

waiting time of a newly arrived service request is obtained by 

calculating the  probability density function . from that 

function the expected service charge to a service request is 

calculated. From  the expected service charge to a service 

request  calculate  the expected net business gain in single unit 

of time, and thus determine  the optimal server size and the  

server speed numerically. 

 
Ant Colony Optimization 

 

This section describes the ACO algorithm, which can be used 

for proper scheduling . Ant colony optimization is based on 

the technique  known as Swarm Intelligence,  which is a part 

of  Artificial Intelligence.The ACO system contains two rules: 

1. Local pheromone update rule, which applied 

whileconstructing solutions. 2. Global pheromone updating 

rule, which applied after all ants  construct a 

solution.Furthermore, an ACO algorithm  includes two more 

mechanisms: trail evaporation and,  optionally, daemon 

actions. Trail evaporation decreases  all trail values over time, 

in order to avoid unlimited accumulation of trails over some 

component. Daemon actions can be used to implement 

centralized actions which cannot be performed by single ants, 

such as the invocation of a local optimization procedure, or 

the update of global information to be used to decide whether 

to bias the search process from a non-local perspective  At 

each step, each ant computes a set of feasible expansions to its 

current state, and moves to one of these in probability. The 

probability distribution is specified as follows. For ant k, the 

probability of moving from state t to state n depends on  

combined checking of  two values :• the ant movement 

attractiveness , it is computed by some heuristic indicating the 

priori desirability of that move;• the movement ,  this 

indicates how capable it has been in the past to make that 

particular move:  therefore it represents  a posteriori 

indication of the movement desirability. 

D. Cloud Booster Architecture 

 

 We use the following architecture To 

achieve the objective of adaptive resource allocation for 

satisfying the service requests of customers .It consist of 

mainly the following 

job Server configure 

Server 1 

Server N 
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Figure 2: Cloud Booster Architecture  

Users/Brokers: Users or brokers acting on their 

behalf submit service requests to the cloud via cloud 

controller for processing. 

Cloud Controller: It acts as the interface between the 

cloud service provider and external users/brokers. It acts 

similar to the Queen in the ant colony. Virtual 

Machines(VMs): This is where the applications of customers 

will be deployed. We can dynamically create, start, stop and 

migrate these VMs depending on our requirement, from one 

physical machine to another. Physical  Machines:  These  are  

the  physical  computing servers that will provide hardware 

infrastructure for creating virtual machines. 

Cloud  controller  maintains  a  queue(Q)  for  storing  

the service requests for hosting the applications. It enqueues 

each of the service request received, in this queue.  It  

generates  the  tester,  scout,  cleaner  and  worker  ants 

periodically. The movement of these ant agents is modelled in 

the following way. 

Each ant except Queen & Worker maintains a 

Visited Node  list which is initially empty. Each node in the 

cloud maintains  a list of neighbouring node’s information. 

Whenever an ant reaches a node, it updates the controller 

about the current utilisation and randomly chooses an 

unvisited neighbouring node. When all the nodes are covered, 

it makes the Visited Node list empty and continues again in 

the same way. 

We can change the number of ants that will be 

produced so that it will yield better results depending on our 

requirement. The next subsection describes the method used 

by worker ants for accepting or rejecting the service requests. 

  Worker ant: 

Whenever a service request received in the queue, 

one of the worker ants creates a VM with a specific CPU 

processing power and memory etc, if accepted. So, worker 

ants are always looking in the queue to check if there are 

some pending requests to be processed. If such a request is 

found, it dequeues the request and calls Algorithm 1. 

Since  most  of  the  CPUs  are  work  conserving,  

we  are creating  a  VM    with specific CPU processing 

power and memory. Depending on the load, more intensive 

applications can use the resources of the other VMs having 

less load. The  worker  ant  is  only  responsible  for  

deploying  the request on a VM . Load balancing decisions 

are taken by tester ant. After deploying, it creates a Service 

Level Agreement(SLA) monitor agent that monitors the 

hosted application. In the next subsection, we provide the 

details about the SLA monitor agent. 

SLA Monitor Agent: 

It calculates the Avg. response time and throughput of the 

hosted application by continuously monitoring it. It passes this 

information to the hypervisor on that host in the form of a 

variable(SLAM) which is calculated depending on the 

performance  of  the  application   

III. DISCUSSION 

 

 Like all business, the pricing model of a service 

provider in cloud computing is based on two components, 

namely, the income and the cost. For a service provider, the 

income is the service charge to users, and the cost is the 

renting cost plus the utility cost paid to infrastructure vendors. 

A pricing model in cloud computing includes many 

considerations, such as the amount of a service (the 

requirement of a service), the workload of an application 

environment, the configuration (the size and the speed) of a 

multiserver system, the service-level agreement, the 

satisfaction of a consumer (the expected service time), the 

quality of a service (the task waiting time and the task 

response time),the penalty of a low-quality service, the cost of 

renting, the cost of energy consumption, and a service 

provider’s margin and profit. The profit (i.e., the net business 

gain) is the income minus the cost. To maximize the profit, a 

service provider be supposed to identify with both service 

charges and business costs, and in exacting, how they are 

resolute by the characteristics of the applications and the 

configura-tion of a multiserver system. 

. Major Cloud computing companies have started to 

integrate frameworks for parallel data and making it easy for 

customers to access these. However, the processing 

frameworks which are currently used have been designed for 

static, homogeneous cluster setups  

 

and disregard the particular nature of a cloud. Consequently, 

the allocated compute resources may be inadequate for big 

parts of the submitted job and unnecessarily increase 

processing time and cost. One of an IaaS cloud’s key features 

is the provisioning of compute resources on demand. New 

VMs can be allocated at any time through a well-defined 

interface and become available in a matter of seconds 

 

                 Existing parallel processing framework like 

Hadoop  or Nephele  did not  have a better load balancing 

mechanism and prevailing load balancing approaches does 

not reflects the heterogeneity aspects of parallel machines. 
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 Swarm intelligence (SI) is based on self-organized 

system’s collective behavior .Stochastic Diffusion Search 

(SDS), Bacteria Foraging (BF), Ant Colony System (ACS), 

the Artificial Bee Colony (ABC), Particle Swarm 

Optimization (PSO), etc comes in swam intelligence.Most 

efficient one that we fount to implement for scheduling is 

ACO,which is implemented using CLOUD BOOSTER . 

   This research work mainly concentrating on 

developing an efficient dynamic load balancing method in 

heterogeneous cloud environment and hence achieve effective 

utilization of resources and thereby increase the performance 

of the system. Heterogeneous parallel processing framework 

is used as the deployment scenario and the proposed load 

balancing algorithm is incorporated into this system. The 

entire framework is named as “Cloud Booster”. . We can 

expect efficient and more accurate result from the proposed 

scheme. Based on the capabilities of the system which is 

explained above, an expected performance graph of the 

system can be obtained as follows : 

 

        
 

   

 

 

IV.CONCLUSION 

 

Most of the firms are moving to cloud environment 

now a days. Moving to cloud is clearly a better alternative as 

they can add resources based on the traffic according to a pay-

per-use model. The challenge  faced in cloud computing is 

dynamically allocating resources to the users based on their 

demands. Resource management is critical component in this 

paradigm. Fundamental to these issues is the issue of load 

balancing. Inorder to to achieve a high user satisfaction and 

resource utilization ratio, it is  essential  to distribute the 

excess dynamic local workload evenly to all the nodes in the 

whole Cloud  

Cloud booster system achieved better performance in 

the utilization of resources and response time of task is 

considerably reduced. This work proposes an effective 

solution for dynamic load balancing in dynamic and 

heterogeneous cloud environments. Deployment of this 

method works effectively in heterogeneous parallel 

processing system. It can be also used in large scale cloud 

environments that hosted sites.   

 

Improvements can still be made in this work. Considering 

other resource such as bandwidth for node weight calculation 

is one of the future enhancements. Including threshold for job 

makes performance far better. In the future, load distribution 

process can be further modified for better allocation when 

there is an increase in the load and no of nodes in the system.  
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