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Abstract: Numerous consumer reviews of  a products are now 

available on the Internet. Consumer reviews contain rich and 

valuable knowledge for the  both firms and users. However, the 

reviews are  the often  a disorganized, leading to difficulties in 

information navigation and knowledge acquisition. The project 

proposes a product aspect ranking with opinion mining 

framework,.which automatically identifies the important aspects 

of products from online consumer reviews, aiming at improving 

the usability of the numerous reviews. The important product 

aspects are the identified based on two observations:  The 

important aspects are usually commented on by a large number 

of consumers and consumer opinions on the important aspects 

greatly influence of their overall opinions on the product. Given 

the consumer reviews of a product, we first identify the  product 

aspects by a shallow dependency parser and determine a 

consumer opinions on these aspects via a sentiment classifier. 

We  develop a probabilistic aspect ranking algorithm to infer 

the importance of aspects by a simultaneously considering 

aspect frequency and the influence of consumer opinions given 

to each aspect over their overall opinions.  

 

Keywords— Recommendation; Marketing; Analytic Hierarchy 

Process (AHP); Customer lifetime value; Collaborative filtering; 

Clustering; Association rule mining. 

I. INTRODUCTION 

The proliferation of blogs and social networks presents a new 

set of challenges and opportunities in the way information is 

searched and retrieved. According to com Score, a marketing 

research company that provides marketing data and services 

to many of the Internet’s largest businesses, out of the 1.1 

billion people who actively use the Internet around the globe, 

738 million are regular users of social networking sites about 

67%. It further states that if the regular users of other social 

computing activities such as blogging are added the figure 

rises to 76%. It is thus clear that there exists vast amount of 

information in social networking sites such as blogs, review 

sites, social networking applications etc. 

This information can be leveraged for many purposes, 

including re-ranking and presenting the results of a search 

engine. A typical search engine works on the basis of 

keyword similarity: a user submits a keyword-based query 

and the search engine returns a list of items that are relevant 

to this query, as well as user ratings/reviews, if available. An 

important aspect of this type of search is related to the 

features of the product, which play a crucial role in the 

decision making process of the potential customer. It is these 

features that distinguish one product from other similar 

products from different brands. Most of the companies focus 

on a specific feature as their selling point. With the expanse 

of the e-commerce and the social networking sites, most of 

the people are using the Internet to check the reviews of 

products before buying them. They also want to keep 

themselves updated about any social or political issue in the 

neighborhood, in the state, in the country and then across the 

globe. As the number of reviews has been increasing in a 

rapid pace, it becomes difficult for the end user to sort the 

helpful reviews from the ones that do not contain valuable 

information. 

ABOUT OPINION MINING: Opinion mining is a type of 

natural language processing for tracking the mood of the 

public about a particular product. Opinion mining, which is 

also called sentiment analysis, involves building a system to 

collect and categorize opinions about a product. Automated 

opinion mining often uses machine learning, a type of 

artificial intelligence (AI), to mine text for sentiment.  

Opinion mining can be useful in several ways.  It can help 

marketers evaluate the success of an ad campaign or new 

product launch, determine which versions of a product or 

service are popular and identify which demographics like or 

dislike particular product features. For example, a review on 

a website might be broadly positive about a digital camera, 

but be specifically negative about how heavy it is. Being able 

to identify this kind of information in a systematic way gives 

the vendor a much clearer picture of public opinion than 

surveys or focus groups do, because the data is created by the 

customer.   

II. LITERATURE REVIEW 

TITLE: Measuring Praise and Criticism: Inference of 

Semantic Orientation from Association 
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AUTHORS: PETER D. TURNEY, MICHAEL L. 

LITTMAN 

The evaluative character of a word is called its semantic 

orientation. Positive semantic orientation indicates praise 

(e.g., “honest”, “intrepid”) and negative semantic orientation 

indicates criticism (e.g., “disturbing”, “superfluous”). 

Semantic orientation varies in both direction (positive or 

negative) and degree (mild to strong). An automated system 

for measuring semantic orientation would have application in 

text classification, text filtering, tracking opinions in online 

discussions, analysis of survey responses, and automated chat 

systems (chatbots). This paper introduces a method for 

inferring the semantic orientation of a word from its 

statistical association with a set of positive and negative 

paradigm words. Two instances of this approach are 

evaluated, based on two different statistical measures of word 

association: pointwise mutual information (PMI) and latent 

semantic analysis (LSA). The method is experimentally 

tested with 3,596 words (including adjectives, adverbs, 

nouns, and verbs) that have been manually labeled positive 

(1,614 words) and negative (1,982 words). The method 

attains an accuracy of 82.8% on the full test set, but the 

accuracy rises above 95 % when the algorithm is allowed to 

abstain from classifying mild words. 

 

TITLE: Opinion mining and sentiment analysis 

AUTHORS: Bo Pang1 and Lillian Lee2 

An important part of our information-gathering behavior has 

always been to find out what other people think. With the 

growing availability and popularity of opinion-rich resources 

such as online review sites and personal blogs, new 

opportunities and challenges arise as people now can, and do, 

actively use information technologies to seek out and 

understand the opinions of others. The sudden eruption of 

activity in the area of 

opinion mining and sentiment analysis, which deals with the 

computational treatment of opinion, sentiment, and 

subjectivity in text, has thus occurred at least in part as a 

direct response to the surge of interest in new systems that 

deal directly with opinions as a first-class object. 

This survey covers techniques and approaches that promise to 

directly enable opinion-oriented information seeking systems. 

Our focus is on methods that seek to address the new 

challenges raised by sentiment aware applications, as 

compared to those that are already present in more traditional 

fact-based analysis. We include material on summarization of 

evaluative text and on broader issues regarding privacy, 

manipulation,and economic impact that the development of 

opinion-oriented information-access services gives rise to. To 

facilitate future work, a discussion of available resources, 

benchmark datasets, and evaluation campaigns is also 

provided.  

 

TITLE: Determining the Semantic Orientation of Terms 

through Gloss Classification 

AUTHORS: Andrea Esuli, Fabrizio Sebastiani 

Sentiment classification is a recent sub discipline of text 

classification which is concerned not with the topic a 

document is about, but with the opinion it expresses. It has a 

rich set of applications, ranging from tracking users’ opinions 

about products or about political candidates as expressed in 

online forums, to customer relationship management. 

Functional to the extraction of opinions from text is the 

determination of the orientation of “subjective” terms 

contained in text, i.e. the determination of whether a term that 

carries opinionated content has a positive or a negative 

connotation. In this paper we present a new method for 

determining the orientation of subjective terms. The method 

is based on the quantitative analysis of the glosses of such 

terms, i.e. the definitions that these terms are given in on-line 

dictionaries, and on the use of the resulting term 

representations for semi-supervised term classification. The 

method we present outperforms all known methods when 

tested on the recognized standard benchmarks for this task.  

 

TITLE: Sentence Level Sentiment Analysis in the Presence 

of Conjuncts Using Linguistic Analysis 

AUTHORS: Arun Meena and T.V. Prabhakar 

In this paper we present an approach to extract sentiments 

associated with a phrase or sentence. Sentiment analysis has 

been attempted mostly for documents typically a review or a 

news item. Conjunctions have a substantial impact on the 

overall sentiment of a sentence, so here we present how 

atomic sentiments of individual phrases combine together in 

the presence of conjuncts to decide the overall sentiment of a 

sentence. We used word dependencies and dependency trees 

to analyze the sentence constructs and were able to get results 

close to 80%. We have also analyzed the effect of Word Net 

on the accuracy of the results over General Inquirer. 

 

TITLE: Self-Reflective Sentiment Analysis 

AUTHORS: Benjamin Shickel, Martin Heesacker, Sherry 

Benton 

As self-directed online anxiety treatment and e-mental health 

programs become more prevalent and begin to rapidly scale 

to a large number of users, the need to develop automated 

techniques for monitoring patient progress and detecting 

early warning signs is at an all time high. While current 

online therapy systems work based on explicit quantitative 

feedback  from various survey measures, little attention has 

been paid thus far to the large amount of unstructured free 

text present in the monitoring logs and journals submitted by 

patients as part of the treatment process. In this paper, we 

automatically categorize patients’ internal sentiment and 

emotions using  machine learning classifiers based on n-

grams, syntactic patterns, sentiment lexicon features, and 

distributed word embeddings. We report classification 

metrics on a novel mental health dataset. 

III.ANALYSIS AND DESIGN OF THE APPLICATION 

A. EXISTING WORK 

Existing product aspect extraction techniques can be broadly 

classified into two major approaches: supervised and 

unsupervised ones. Supervised techniques require a set of 

pre-annotated review sentences ast raining examples. A 

supervised learning method is then applied to construct an 

extraction model, which is capable of identifying product 

aspects from new customer reviews. 
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THE DRAWBACKS OF EXISTING SYSTEM 

The supervised techniques can achieve reasonable 

effectiveness, pre-paring training examples is time 

consuming. 

The effectiveness of the supervised techniques greatly 

depends on the representativeness of the training 

examples. 

Unsupervised approaches automatically extract product 

aspects from customer reviews without involving 

training examples. 

The unsupervised approaches seem to be more exible 

than the supervised ones for environments in which 

various and frequently expanding products get dis-cussed 

in customer reviews. 

C.PROPOSED WORK: 

The input is a set of customer reviews about a particular 

product and the output is a ranked list of product aspects. The 

general idea is to identify those segments of texts that can be 

syntactically considered as product aspects. From these 

segments (which are regarded as candidate product aspects), 

we select as product aspect those ones that are modified by 

some opinion words. Finally, the selected product aspects are 

ranked according to their relevance.To find what customers 

like and dislike about a given product. 

Easy to find the customers behaviorTo increase the product 

sales and profit 

IV.MODULE DESCRIPTION 

A. Authority privilege: Once the user submit their  details 

the information are accepted and the user can login with 

their username and password for posting review or 

opinion about the products. Only the registered users 

can post reviews. In this module it checks whether the 

authorized persons is accessing and it does not allow 

other users to access. 

B. Perform Advanced Search: If the user wants to 

perform an advanced search he can search for a item of 

his choice by selecting category, age range, and brand 

name and price range. Then a select query is used to 

retrieve data from the database and display the selected 

information. 

C. Product Ranking: The proposed system is rank only 

product selected by user not for all products. User can 

specify his brand, color, cost, etc. about the product. 

Then proposed system search the product with 

specification specified by the customer. Then system 

will find the product with specified product and with 

rank.  

PMI(X,Y)=log2 p(x,y) / P(x)P(y)  

Where 

PMI is point wise mutual information. Equation 

describes that how much more do events x and y co-

occur than if they were independent. 

D. Sentiment Analysis on the frequent words: In this 

module we perform Sentiment Analysis on the frequent 

words that we got from Apriori Algorithm by using 

SentiWordNet. It provides a value for each and every 

word. Sentiment Analysis deals with the usage of 

automated techniques for anticipating the in- troduction 

of subjective substance on text reviews or comments, 

with usage in various fields that includes 

recommendation system and advertising, user 

intelligence and opinion retrieval. Sentiwordnet is an 

opinion vocabulary and can be considered as extended 

from the Wordnet database where each one term is 

connected with numerical scores demonstrating positive 

and negative sentiment data. This examination shows 

the consequences of applying the Sentiwordnet lexical 

asset to the issue of automated sentiment arrangement of 

customer film reviews or comments. 

 

MODULE SCREEN SHOT 

A. Authority privilege: 
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DATA SET 

 

Table1:Training Data set 

 

 
Fig1:System Architecture 

 

 

SNO 

TRAINING DATA SET 

Table column subhead 
Subhea

d 
Subhead 

1 GOOD 4 Positive 

2 Excellent 5 Positive 

3 Poor 0 Negative 

4 Worst -1 Negative 

5 Bad -2 Negative 
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VII.CONCLUSION & FUTURE ENHANCEMENT 

With the proliferation of social networking and e-commerce 

the information contained in the opinions/reviews expressed 

by the people has grown by leaps and bounds. In this work 

we present an opinion search engine system that incorporates 

two novel opinion mining algorithms. The opinions are based 

on features and the orientation of these opinions is also 

largely based on the features rather than a product as a whole. 

People seem to like/dislike a specific product because of 

some feature associated with the product. The proposed 

framework not only classifies a review as positive or 

negative, but also extracts the most representative features of 

each reviewed item and assigns opinion scores on them. An 

initial experimental evaluation on several customer review 

data sets has shown that our algorithm achieves very high 

levels of accuracy. 
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