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Abstract— In this work, we take advantage of 

association rule mining to support the prediction of 

cancer. In machine learning and statistics, feature 

selection, also known as variable selection, attribute 

selection or variable subset selection, is the process 

of selecting a subset of relevant features for use in 

model construction. We reduce the features using 

FUZZY based rough set theory and then apply 

priority based approach. We propose priority based 

apriori for rule generation. Finally we apply the 

FUZZY classification approach to classify the dataset 

as normal or abnormal prediction of cancer. 

 

Keywords-

Featurereduction,associationrules,classification, 

prediction  
 

  I .Introduction 
 

Data mining (sometimes called data or knowledge 

discovery) is the process of analyzing data from different 

perspectives and summarizing it into useful information - 

information that can be used to increase revenue, cuts costs, 

or both. Data mining software is one of a number of 

analytical tools for analyzing data. It allows users to 

analyze data from many different dimensions or angles, 

categorize it, and summarize the relationships identified. 

Technically, data mining is the process of finding 

correlations or patterns among dozens of fields in large 

relational databases. 

 

 

This paper is focusing to develop a method based on 

association rule-mining to enhance the prediction of 

cancer. This is to implement a computer-aided 

decision support system for an automated diagnosis 

and classification of images. The method uses 

association rule mining to analyze the medical images 

and automatically generates suggestions of diagnosis. 

It combines automatically extracted low-level 

features from images with high-level knowledge 

given by a specialist in order to suggest the 

diagnosing.  

 

The widely used and well-known data mining 

functionalities are Characterization and 

Discrimination, content based analysis, Association 

Analysis, Categorization and Prediction, Outlier 

Analysis, Evolution Analysis [21]. 

 

CLASSIFICATION algorithms usually require an 

adequate and representative set of training data to 

generate an appropriate decision boundary among 

different classes. This requirement still holds even for 

ensemble (of classifiers)-based approaches that 

resample and reuse the training data. However, 

acquisition of such data for real-world applications is 

often expensive and time consuming. Hence, it is not 

uncommon for the entire data set to gradually become 

available in small batches over a period of time. In 

such settings, an existing classifier may need to learn 

the novel or supplementary information content in the 

new data without forgetting the previously acquired 

knowledge and without requiring access to previously 

seen data. The ability of a classifier to learn under 

these circumstances is commonly referred to as 

―incremental learning.‖ On the other hand, in many 

applications that call for automated decision making, 

it is not unusual to receive data obtained from 

different sources that may provide complementary 

information. A suitable combination of such 

information is known as ―data‖ or ―information‖ 

fusion, and can lead to improved accuracy of the 

classification decision compared to a decision based 

on any of the individual data sources alone. 

Consequently, both incremental learning and data 

fusion involve learning from different sets of data. If 

the consecutive data sets that later become available 

are obtained from different sources and/or consist of 

different features, the incremental learning problem 

turns into a data fusion problem. Recognizing this 

conceptual similarity, we propose an approach based 

on an ensemble of classifiers originally developed for 

incremental learning as an alternative and 

surprisingly well-performing approach to data fusion. 

Different data mining techniques available to solve 

data mining problems are classification, association 

rule mining, time series analysis, clustering, 

summarization, sequence discovery. Out of these 

Association rule mining is popular and well 

researched data mining technique for discovering 

interesting relations between variables in large 

2259

International Journal of Engineering Research & Technology (IJERT)

Vol. 2 Issue 4, April - 2013

ISSN: 2278-0181

www.ijert.org

IJ
E
R
T

IJ
E
R
T



databases. There are various association rule mining 

algorithms like Apriori, FP-Growth, Partition based 

algorithm, Incremental update, Haskell based 

approach, Fast algorithm and other Apriori based 

algorithms etc. These algorithms try to find out 

correlation or association among data in large volume 

of database. Most of the previous studies for frequent 

itemsets generation adopt an Apriori algorithm that 

has exponential complexity (high execution time). In 

this study, we propose an algorithm that will reduce 

execution time by means of generating itemsets 

progressively from static database namely Priority 

based Apriori. 

 

2. RELATED WORK 

2.1.Feature Extraction: 

 

When dealing with medical images, the earliest phase 

of a CAD(computer aided diagnosis) system demands 

to extract the main image features regarding a 

specific criterion. Essentially, the most representative 

features vary according to the image type (e.g. 

mammogram, brain or lung) and according to the 

focus of the analysis (e.g. to distinguish nodules or to 

identify brain white matter). M.X. Ribeiro [18] 

defined as The Image Diagnosis Enhancement 

through Association rules (IDEA) method can work 

with various types of medical images, and with 

different focus of analysis. However, for each type of 

image and goal, an appropriate feature extractor 

should be employed. 
 

2.2.Content based image retrieval: 

The earliest use of the term content-based image 

retrieval in the literature seems to have been by Kato 

[1992], to describe his experiments into automatic 

retrieval of images from a database by colour and 

shape feature. The term has since been widely used to 

describe the process of retrieving desired images 

from a large collection on the basis of features (such 

as 

colour, texture and shape) that can be automatically 

extracted from the images themselves. The features 

used for retrieval can be either primitive or semantic, 

but the extraction process 

must be predominantly automatic. Retrieval of 

images by manually-assigned keywords is definitely 

not CBIR as the term is generally understood – even 

if the keywords describe 

image content. CBIR differs from classical 

information retrieval in that image databases are 

essentially unstructured, since digitized images 

consist purely of arrays of pixel intensities, with no 

inherent meaning. One of the key issues with any 

kind of image processing is the need to extract useful 

information from the raw data (such as recognizing 

the presence of particular shapes or textures) before 

any kind of reasoning about the image’s contents is 

possible. Image databases thus differ fundamentally 

from text databases, where the raw material (words 

stored as ASCII character strings) has already been 

logically structured by the author [Santini and Jain, 

1997]. There is no equivalent of level 1 retrieval in a 

text database. CBIR draws many of its methods from 

the field of image processing and computer vision, 

and 

is regarded by some as a subset of that field. It differs 

from these fields principally through its emphasis on 

the retrieval of images with desired characteristics 

from a collection of significant size. Image 

processing covers a much wider field, including 

image enhancement, compression, transmission, and 

interpretation. While there are grey areas (such as 

object recognition by feature analysis), the distinction 

between mainstream image analysis and 

 

CBIR is usually fairly clear-cut. An example may 

make this clear. Many police forces now use 

automatic face recognition systems. Such systems 

may be used in one of two ways. Firstly, the image in 

front of the camera may be compared with a single 

individual’s database record to verify his or her 

identity. In this case, only two images are matched, a 

process few observers would call CBIR. Secondly, 

the entire database may be searched to find the most 

closely matching images.  

 

Large number of images is generated by hospitals and 

clinics every day. These images playvery important 

role in diagnosis of diseases, medical research and 

education. CBIR systems have identfied as an 

important research topic in radiology to facilitate 

diagnostic decision support for medical image 

interpretation using gradually increasing clinical data 

[1]. Li et al. [2] presents a CBIR-based tool to aid in 

radiological diagnosis. Kawata et al. [3] developed a 

CBIR system on lung nodule in 2004 considering 

shape descriptors and density histograms to retrieve 

3-D lung nodules but precision and recall of this 

CBIR system was not reported. Lam et al.[4] in2007 

developed an open source pulmonary nodule image 

retrieval framework using Haralick features from 

grey-level co-occurrence matrix. Melanoma and non-

melanoma skin cancers currently constitute one of the 

most common malignancies in the caucasian 

population, and the worldwide incidence and 

mortality rates are continuously increasing [5]. In 

particular melanoma incidence has increased more 

than any other cancer, reaching currently 18 new 

cases per 100.000 population per year in the United 

States [6]. Because advanced 

skin cancers remain incurable, early detection and 

surgical excision currently is the only approach to 

reduce mortality. 
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2.3. Current level CBIR techniques: 

CBIR operates on a totally different principle, retrieving 

stored images from a collection by comparing features 

automatically extracted from the images themselves. The 

commonest features used are mathematical measures of 

colour, texture or shape; hence virtually all current CBIR 

systems. 

 

2.4.Computer aided diagonosis: 

The long range goal  is to improve the accuracy and 

consistency of breast cancer diagnosis by developing 

a Computer Aided Diagnosis (CAD) system for early 

prediction of breast cancer from patients' 

mammographic findings and medical history. 

Specifically, this system will predict the malignancy 

of non-palpable lesions that are examined with 

diagnostic mammography and are considered for 

biopsy. 

 

CAD is used in the diagnosis of breast cancer, lung 

cancer, colon cancer. 

 

2.5.Breast cancer: 
 

CAD is used in screening mammography (X-ray 

examination of the female breast). Screening 

mammography is used for the early detection of 

breast cancer. CAD is especially established in US 

and the Netherlands and is used in addition to human 

evaluation, usually by a radiologist. The first CAD 

system for mammography was developed in a 

research project at the University of Chicago. Today 

it is commercially offered by iCAD and Hologic. 

There are currently some non-commercial 

projects being developed, such as Ashita Project, a 

gradient-based screening software by Alan Hshieh, as 

well. However, while achieving high sensitivities, 

CAD systems tend to have very low specificity and 

the benefits of using CAD remain uncertain. Some 

studies suggest a positive impact on mammography 

screening programs,[7][8] but others show no 

improvement[9][10]. A 2008 systematic review on 

computer-aided detection in screening mammography 

concluded that CAD does not have a significant effect 

on cancer detection rate, but does undesirably 

increase recall rate (i.e. the rate of false positives). 

However, it noted considerable heterogeneity in the 

impact on recall rate across studies.[11] Procedures to 

evaluate mammography based on magnetic resonance 

imaging exist too. 

 

2.6.Lung cancer (bronchial carcinoma) 

 

In the diagnosis of lung cancer, computed 

tomography with special three-dimensional CAD 

systems are established and considered as gold 

standard. At this a volumetric dataset with up to 

3,000 single images is prepared and analyzed. Round 

lesions (lung cancer, metastases and benign changes) 

from 1 mm are detectable. Today all well-known 

vendors of medical systems offer corresponding 

solutions. Early detection of lung cancer is valuable. 

The 5-year-survival-rate of lung cancer has stagnated 

in the last 30 years and is now at approximately just 

15%. Lung cancer takes more victims than breast 

cancer, prostate cancer and colon cancer together. 

This is due to the asymptomatic growth of this 

cancer. In the majority of cases it is too late for a 

successful therapy if the patient develops first 

symptoms (e.g. chronic croakiness or hemoptysis). 

But if the lung cancer is detected early (mostly by 

chance), there is a survival rate at 47% according to 

the American Cancer Society.[12] At the same time 

the standard x-ray-examination of the lung is the most 

frequently x-ray examination with a 50% share. 

Indeed the random detection of lung cancer in the 

early stage (stage 1) in the x-ray image is difficult. It 

is a fact that round lesions vary from 5–10 mm are 

easily overlooked.[13] The routine application of 

CAD Chest Systems may help to detect small 

changes without initial suspicion. Philips was the first 

vendorto present a CAD for early detection of round 

lung lesions on x-ray images.[14]. 

 

2.7.Colon cancer: 
 

CAD is available for detection of colorectal polyps in 

the colon. Polyps are small growths that arise from 

the inner lining of the colon. CAD detects the polyps 

by identifying their characteristic "bump-like" shape. 

To avoid excessive false positives, CAD ignores the 

normal colon wall, including 

the haustral folds. In early clinical trials, CAD helped 

radiologists find more polyps in the colon than they 

found prior to using CAD.[15][16] 

 

Feature Selection is a process that attempts to select a 

subset of features, satisfying a combination of 

application and methodology-dependent criteria: 

minimizing the cardinality of the feature subset; 

ensuring classification accuracy does not significantly 

decrease; and approximating the original class 

distribution with the class distribution given the 

selected features. 

 

 R. Agrawal et al. [17] present a method based on 

association rule-mining to enhance the diagnosis of 

medical images. It combines low-level features 

automatically extracted from images and high-level 

knowledge from specialists to search for patterns. The 

proposed method analyzes medical images and 

automatically generates suggestions of diagnosis 

employing of association rules. The suggestions of 

diagnosis are used to accelerate the image analysis 

performed by specialists as well as to provide them 

an alternative to work on. 

 

3.PROPOSED METHOD 

In this section we discuss the following methods 
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• Collect Dataset 

• Feature selection 

• Feature Reduction 

• Rule Generation 

• Classification 

• Prediction 

 

3.1. Collect dataset: 

 
we present cancer dataset performed to validate the   

fuzzy based rough set theory  to predict the cancer. 

But in existing method have only performed the 

diagnosis of images. In this paper I suggest that 

directly implement the input as the image value 

descriptions. The image value descriptions is denoted 

as cell size, cell shape, mitosis of given image for 

predicting the cancer.  

 

3.2.Feature selection: 
 

In feature selection method to proposed a fuzzy based 

rough set theory will be used. The main goal of  this 

paper for feature selection  to reducing the  features 

size by using mathematical calculations. That 

calculation such as mahalnobis distance to combine 

the fuzzy based rough set theory to produce the 

reducing features. 

Feature Selection (FS) or Attribute Reduction 

techniques are employed for dimensionality reduction 

and aim to select a subset of the original features of a 

data set which are rich in the most useful information. 

The benefits of employing FS techniques include 

improved data visualization and transparency, a 

reduction in training and utilization times and 

potentially, improved prediction performance. Many 

approaches based on rough set theory up to now, have 

employed the dependency function, which is based on 

lower approximations as an evaluation step in the FS 

process. However, by examining only that 

information which is considered to be certain and 

ignoring the boundary region, or region of 

uncertainty, much useful information is lost. 

 

3.3.Feature Reduction: 
 

In feature reduction we convert the weighted features 

into fuzzy values [0,1].the fuzzy values are set as 0-

ow,0.5-medium,1-high.In this paper to employ 

association rules to weight features according to their 

significance, promoting continuous feature selection 

to represent the image value description. Continuous 

feature selection techniques assign the features to 

apply the fuzzy values for each features, allowing the 

most important is highest features only to be selected 

for computation. 

 

3.4.Rough set theory working method: 

 

The work on rough set theory (RST) offers a formal 

methodology that can be employed to reduce the 

dimensionality of data sets, as a preprocessing step to 

assist any chosen modeling method for learning from 

data. It assists in identifying and selecting the most 

information-rich features in a data set. This is 

achieved without transforming the data,while 

simultaneously attempting to minimize information 

loss during the selection process. In terms of 

computational effort, this approach is highly efficient, 

and is based on simple set operations, which makes it 

suitable as a preprocessor for techniques that are 

much more complex.  

 

3.5.Fuzzy based rough set approaches: 
 

A fuzzy-rough set  is defined by two fuzzy sets, fuzzy 

lower and upper approximations, obtained by 

extending the corresponding crisp rough set notions. 

In the crisp case, elements that belong to the lower 

approximation (i.e., have a membership of 1) are said 

to belong to the approximated set with absolute 

certainty. In the fuzzyrough case, elements may have 

a membership in the range [0, 1], allowing greater 

flexibility in handling uncertainty. 

 

3.6.Association Rules: 
 

Association Rule mining is the technique for 

knowledge discovery. It is a well-known method for 

discovering correlations between variables in large 

databases.A selected highest features only to applied 

the association rules.the association process rule 

manner is combination between the features .We 

propose priority based apriori for rule generation & 

apply FUZZY classification. After complete the 

training process get the testing set from the user. 

Compare testing set into training result and also apply 

classification technique for prediction. Finally we 

display predicted result for testing set. 

 

3.7.Classification: 
 

In classification techniques method to be classified 

into two  classes. The output of the result will be 

present in below manner.      

                    

 

 

                            C1                   C2 

 

 

 

             

Figure1:Classification of two classes 
 

 

Classes 

Cancer Not cancer 
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Figure 2:Flow diagram 
 

3.8.Prediction: 
 

Prediction is similar to that of data classification. 

However, for prediction, instead of using the term 

―class label attribute‖ ,the attribute can be referred to 

simply as the predicted attribute. 

We can predict wheather the new  user is affected by 

cancer or not and als updates the stages of cancer. 

 

 

 

Figure 3:flow diagram of predicting cancer 
stages 

 

We can predict wheather the new  user is affected by 

cancer or not and also updates the stages of cancer. 

 

4 .Ilustration Example: 
 

4.1 .STEP:1 Feature selection: 
 

Fuzzy Based roughset theory using DMRSAR: 

 

Fuzzy Based roughset theory method is combine the 

mahalnobis distance with Distance metric rough set 

attribute reduction algorithm to reduce the features. 

 

DMRSAR algorithm in roughset theory performs the 

mahalnobis distance of continuous values.mahalnobis 

distance processes a each feature separately and range 

of values in 4N 

Steps.let f be a feature and f1 be the value of the 

feature f in the image value descriptions as i.f1 be the 

value with instance class label ci.we refer to an image 

instances Ii as the pair(fi,ci) 

4.1.1.Standard Deviation Formulas 

Let the features are representd by a set 

F={f1,f2,f3……fp} 

 Let a features are 9, 2, 5, 4, 12, 7, 8, 11. 

 Mahalnobis distance formulas: 

 

  To calculate the standard deviation of those 

numbers: 

1.Work out the Mean (the simple average of the 

numbers) 

2. Then for each number: subtract the Mean and 

square the result 

3. Then work out the mean of those squared 

differences. 

4. Take the square root of that value. 

  Let a features are 9, 2, 5, 4, 12, 7, 8, 11, 9, 3, 7, 4, 

12, 5, 4, 10, 9, 6, 9, 4  

 Formulas for standard deviation 

          

Step 1:Work out the mean 

Prediction and classification also differ in the methods that are 

used to build their respective models. As with classification, 

the training set used to build a predictor should not be used to 

assess its accuracy. An independent test set should be used 

instead. the attribute can be referred to simply as the predicted 

attribute predictor is estimated by computing an error based on 

the difference between the predicted value and the actual 

known  value of y for each of the test tuples, X. 
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Featuture of values: 9, 2, 5, 4, 12, 7, 8, 11, 9, 3, 7, 4, 

12, 5, 4, 10, 9, 6, 9, 4  

The mean is 

(9+2+5+4+12+7+8+11+9+3+7+4+12+5+4+10+9+6+

9+4) / 20 = 140/20 = 7  

So: μ = 7 

Step 2:Then for each number: subtract the Mean and 

square the result 

This is the part of the formula that is: 

 

So what is xi ? They are the individual x values 9, 2, 

5, 4, 12, 7, etc... 

In other words x1 = 9, x2 = 2, x3 = 5, etc. 

So it  "for each value, subtract the mean and square 

the result". 

Example (continued):  

(9 - 7)
2
 = (2)

2
 = 4 

(2 - 7)
2
 = (-5)

2
 = 25 

(5 - 7)
2
 = (-2)

2
 = 4 

(4 - 7)
2
 = (-3)

2
 = 9 

(12 - 7)
2
 = (5)

2
 = 25 

(7 - 7)
2
 = (0)

2
 = 0 

(8 - 7)
2
 = (1)

2
 = 1 

... etc ...  

Step 3:Then work out the mean of those squared 

differences.To work out the mean, add up all the 

values then divide by how many.First add up all the 

values from the previous step.  

Add them all up" in mathematics? We use "Sigma": Σ 

Sigma Notation means to sum up as many terms as  

 
Sigma Notation 

We want to add up all the values from 1 to N, where 

N=20 

 In our case because there are 20 values: 

Example (continued):  

 

Which means: Sum all values from (x1-7)
2
 to (xN-7)

2
. 

We already calculated (x1-7)
2
=4 etc. in the previous 

step, so just sum them up: 

= 

4+25+4+9+25+0+1+16+4+16+0+9+25+4+9+9+4+1+

4+9 = 178 

But that isn't the mean yet, we need to divide by how 

many, which is simply done by multiplying by "1/N": 

Example (continued):  

 

Mean of squared differences = (1/20) × 178 = 8.9 

(Note: this value is called the "Variance") 

Step 4. Take the square root of that and you are done! 

Example (concluded):  

 

σ = √(8.9) = 2.983... 

Finally to apply by Mahalnobis Distance formula, 
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Where(x,y)= =49/2.9=1.6  so for this 

example  

 answer is A=1.6 and so etc.. 

 

• A=8.5 

• B=0.5 

• C=0 

 Apply Fuzzy values (0-low, 0.5-medium, 1-high) 

 

• A=8.5(highest value) 

• B=0.5 

• C=0 

4.2.STEP 2:Association Rules: 

The roughest thery method employs the prority based 

apriori algorithm to mine association rules.The output 

of the feature selection continuous values such as 

A=8.5,so the highest value is only applicable for 

applying this algorithm. 

4.2.1.STEP3: How to generate the rule for 

this algorithm: 

In existing method first we check the A and B value 

and then combination of each features afterthat 

process goes on and then check the threshold value to 

produced the result of features. 

In proposed that ,first to fix the threshold value and 

then check the combination between the 

features.Time complexity is less than existing 

method. 

4.3.STEP 4:Training set: 

The output of the features of values in prority based 

apriori algorithm will be stored in the training set. 

4.4.STEP 5:Testing set: 

A standard approach to evaluate the accuracy of 

similarity values. we say that an image value 

descriptions matches a rule in the training set ,if the 

image feature satisfy the whole body of the rule. An 

image value descriptions partially matches a rule,it 

what kinds of stages will be produced.An image 

value descriptions does not match a rule,if the image 

feature do not satisfy any part of the rules body. 

5.CONCLUSION 

This paper describes FUZZY based roughest theory is 

applied for reducing attributes and then increasing 

accuracy. It also proposed a priority based apriori for 

frequent item generation  to reduce time complexity 

and improving accuracy. Then we apply classification 

for prediction of class labels. Our result shows , 

proposed work is better than existing one. 
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