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Abstract-Human Activity Recognition (HAR) based on surveillance. One such application domain is smart
wearable sensors is gaining increasing attentiothby environments.

pervasive computing research community, especialljvlany definitions exist for Human Activity Recograti

for the development of context-aware systems. ThigHAR) system available in the literature. Duringeth
paper presents our approach for HAR based opast decade, there has been an exceptional devehbpm
wearable accelerometers and supervised learningf microelectronics and computer systems, enabling
algorithms.  Providing accurate and opportunesensors and mobile devices with unprecedented
information on people’s activities and behavior®i®e  characteristics. Their high computational power and
of the most important tasks in pervasive computinglow cost permit people to interact with the smart
Innumerable applications can be visualized, ~fordevices as part of their daily living. That was the
instance, in medical, security, entertainment, andyenesis of Pervasive Sensing, an active reseaezh ar
tactical scenarios. Despite human activity recagnit ~with the main intention of extracting knowledge rfro
(HAR) been an active field for more than a decadethe data acquired by pervasive sensors [1]. Especia
there are still key views that, if addressed, wouldthe recognition of human activities has becomesé ta
establish a substantial turn in the way peopleratte of high interest within the area, especially fordical,
with mobile devices. This paper presents componants military, and security applications. For instance,
human behavior, how they might be integrated intopatients with diabetes or heart disease are ofteded
computers, and how far we are from realizing tloatfr to follow a well determined exercise routine ast judr
end of human computing, that is, how far are wenfro their treatment [2]. Therefore, recognizing actest
enabling computers to understand human behavior.  such as walking, running, or cycling becomes quite
Keywords: Pervasive Computing, HAR, context-  useful to provide feedback to the caregiver abbet t

aware, Human Computing patient's behavior. Likewise, patients with demanti
and other mental pathologies could be monitored to
1. INTRODUCTION detect abnormal activiies and thereby prevent

In recent years the environment devices can bendesirable consequences [3]. In tactical scenarios
converted into smart devices using by computingprecise information on the soldiers’ activities rajo
technologies. Pervasive computing vision iswith their locations and health conditions is highl
environments that are getting saturated with comgut beneficial for their performance and safety. Such
and communication capability, yet gracefully intiggd  information is also helpful to support decision tmak
with human users. Human Activity Recognition (HAR) in both combat and training scenarios.

based on wearable sensors is gaining increasinhe Smart homes [4] - [6] are a distinctive good
attention by the pervasive computing researchexample of external sensing application. Theseesyst
community, especially for the development of cottex are aple to recognize fairly vital activities (e.gating,

aware systems. This paper presents our approach fp ing a shower, etc.) because they trust on data &
HAR based on wearable accelerometers and supervise b f ' ' laced i biectshwh
learning algorithms. Human activity discovery andUMPero smart sensors placed in target objects

recognition play an important role in a wide rargfe USers are supposed to interact with smart devices.
applications from assisted living in security andHowever, nothing can be done if the user is outhef
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reach of the smart sensors or they perform ad#iti sensors are generally accompanied by accelerometers
that do not require interaction with them.Camerageh and other sensors.

also been applied as external sensors for HARadh f 3-1-? Ac;ieleration:b Tr(ij?xial chelerometers are.
the recognition of activities and gestures fromead perhaps the most broadly used sensors to recognize

. ambulation activities (e.g., walking, running, Igiretc.
sequences has been the focus of extensive exfildres ccelerometers are inexpensive, require relatively

— [8] This is especially suitable for security €. power, and are embedded in most of today's cellular
intrusion detection) and interactive applicatioifie  phones. Several papers have reported high recogniti
aforementioned restrictions motivate the use ofaccuracy 92.25%, 97% and up to 98%, under different

wearable sensors in HAR. Most of the evaluatecevaluation methodologies. However, other daily
attributes are related to the user's movement (GPS ‘r:t';’r:[_'ﬁs fggtr;] azrsaggg]; ;‘(grk'?r%r:t tﬁecgrgcpel:g;t'gn
environmental variables (temperature and humiday), ushing . using !

. ) ) point of view. For instance, eating might be coeflis
physiological signals (heart rate). These evaluaed it hrushing teeth due to arm motion. The impéct o

are naturally influenced over the time dimensionthe sensor specifications has also been analyaddct,
permitting us to define the human activity recogmit studied the behavior of the recognition accuracyaas
system. function of the accelerometer sampling rate (whiek
between 10 Hz and 100 Hz).

2. GENERAL STRUCTURE OF HAR SYSTEMS 3.1.3) Physiological signals: Vital signs data (e.g.,
The design of any HAR system depends on thdeart rate, respiration rate, skin temperaturen ski
activities to be recognized. In fact, changingaitivity ~ conductivity, ECG, etc.) have also been considérea
sets A immediately turns a given HARP into afew works [3]. The proposed an activity recognition
completely different problem. From the literatuiseyen ~ system that combines data from five triaxial
groups of activities can be distinguished. Thesrips  accelerometers and a heart rate monitor. Howekey, t
and the individual activities that belong to eacbup  concluded that the heart rate is not useful in aRHA

are summarized in Tablel. context because after performing physically demagdi

Tablel. Types of activity Activities activities (e.g., running) the heart rate remaina high

recognized by HAR system level for a while, even if the individual is lyingr

Group sitting. Now, in order to measure physiologicalnsits,

Ambulation Walking,  running, ~ agidignal sensors would be required, thereby
standing till, lying, destegdpaging the system cost and introducing
stairs. obtrusiveness. Also, these sensors generally use

Transportation Riding a bus, cydingvirelags communication which entails higher energy
driving. expenditures.

Phone usage Text messaging, making &3¢l Recognition performance

Daily activities Eating, drinking, workind Betherformance of a HAR system depends on several
PC, watching TV, raageegis, such as the activity set , the qualitythef
brushing teeth. training data, the feature extraction method, amel t

Exer ciseffitness Rowing, lifting vwepjnigg algorithm. In the first place, each set of
spinning, Nordic walkir@gtigiites brings a totally different pattern reodn
doing push ups. problem. For example, discriminating among walking,

running, and standing still, turns out to be muabier

than incorporating more complex activities such as
3.1.1) Environmental attributes: These attributes, such watching TV, eating, ascending, and descending.
as temperature, humidity, audio level, etc., aterided  Secondly, there should be a sufficient amount of
to provide context information describing the training data, which should also be similar to the
individual’s surroundings. If the audio level aright  expected testing data. Finally, a comparative etain
intensity are fairly low, for instance, the subjetay be  Of several learning methods is desirable as eathsid
sleeping. Various existing systems have utilizedexhibits distinct characteristics that can be eithe
microphones, light sensors, humidity sensors, an®eneficial or detrimental for a particular meth&iich
thermometers, among others. Those sensors aloni@ferrelationship among datasets and learning nustho
though, might not provide sufficient information ascan be very hard to analyze theoretically, which
individuals can perform each activity under diverseaccentuates the need of an experimental study.
contextual conditions in terms of weather, audio4. ACTIVITY RECOGNITION METHODS
loudness, or illumination. Therefore, environmental
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In Section 2, displayed to enable the recognitiébn o
human activities, raw data have to first pass thiatine . .
process of feature extraction. Then, the recognitio "umbers of instances of class i that was actually

model is built from the set of feature instances byclas§|f|ed as class j. The .followmg. va}lues can be
obtained from the confusion matrix in a binary

means of machine learning techniques. Once the ImOdSIassification problem:

is trained, unseen instances (i.e., time windows) lte . Tr e Positives (TP): The number of positive insts
evaluated in the recognition model, yielding athatwere classified as positive.

prediction on the performed activity. Next, the mos ¢« True Negatives (TN): The number of negative
noticeable approaches in feature extraction amilega ~ instances that were classified as negative.

will be covered. e False Positives (FP): The number of negative
instances that were classified as positive.

« False Negatives (FN): The number of positive
instances that were classified as negative.

The accuracy is the most standard metric to sunzenari
the overall classification performance for all sles and

it is defined as follows:

The precision, often referred to as positive prikc
value, is the ratio of correctly classified positiv

4.1. Featureextraction

Human activities are performed during relativelpdo
periods of time (in the order of seconds or minutes
compared to the sensors’ sampling rate (up to 250 H
Besides, a single sample on a specific time instaps
not provide sufficient information to describe the
activity performed. Thus, activities need to be) i =
recognized in a time window basis rather than aptam mstgnces to the total number of instances clasksifis
basis. Now, the question is: how do we compare tw@OS!tIVE: » o

given time windows? It would be nearly impossite f 1 N€ recall, also called true positive rate, is o of
the signals to be exactly identical, even if theyne correctly cIasgﬁed_ positive instances to the Itota
from the same subject performing the same activitylUmber of positive instances:

This is the main motivation for applying feature The F-measure combines precision and recall in a

extraction (FE) methodologies to each time window:Sindle value: , L
Although defined for binary classification, these

filtering relevant information and obtaining quaative . . .

measures that allow signals to be compared. metrics can be ge_nerallzed for a probler.n.wnh B_séa.

4.1.1) Acceleration: Acceleration signals (see Fig 3) N Such case, an instance could be positive ortivega
according to a particular class, e.g., positiveghinbe

are highly fluctuating and oscillatory, which ‘makies : X ) ,

difficult to recognize the underlying patterns wstheir ~ &/l instances of running while negatives would lie a
raw values. Existing HAR systems based on!nStances other than running.
accelerometer data employ statistical feature etiara -3 Wearable Prototypefor HAR
and, in most of the cases, either time or frequency decide the postures and movements for the
domain features. Discrete Cosine Transform (DCT) an classification task: sitting, standing, walkingarsting

Principal Component Analysis (PCA) have also beer!P (fransient movement), and sitting down (trartsien
applied with promising results, as well as movement). These are the most common and basic

autoregressive model coefficients activities and their recognition have the potentiabe
412) Environment variables: Environmental combined with contextual information to feed comtex

attributes, along with acceleration signals, haeerb 2Wware systems to support collaboration. From the ra

used to enrich context awareness. For instance, the . .
values of air pressure and light intensity are togljp able 3. Sex Age Height ~ Weight  Instanc

determine whether the individual is outdoors ol"St_ .Of &s
indoors. Also, audio signals are useful to concltic particip

the user is having a conversation rather thamiistgto ants_and

music. Table2. Summarizes the feature extractiogr(’f'_le_$

methods for environmental attributes ar?trtICIp

Eﬁk\’/'ifonmemaj 2. Features A Female 46y.o0. 1.62m  67kg 51,577
Variables. Attribute B Female 28y.0. 1.58m 53kg 49,797
Altitude Time-domain C Male 31y.o0. 1.71m 83kg 51,098
Audio Speech recognizer D Male ?5 y.0. 1.67m 67kg 13,161
Barometric pressure  Time-domain datg, calculate derl\_/ed features_, according to the
Humidity Light Time-domain adwcgs found on literature review and our own
Temperature Time&freg-domain experimental results.
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4.3.2) Feature Selection: | used Mark Hall algorithm on Knowledge and Data Engineering, vol. 20, nq8,

to select most valuable features. The main goabis 1082-1090, 2008.

decide the minimum amount of data necessary to mald] S. Ventylees Raj, “Implementation of Pervasive
a good prediction. It is also useful to supportisiea = Computing based High-Secure Smart Home System”
making about discarding a sensor: if a sensor ngadi IEEE International Conference on Computational
do not produce features providing information gain,Intelligence and Computing Research, 2012.

then it is discarded. As a result, 10 features wer¢s] E. Kim, S. Helal, and D. Cook, “Human activity
selected from 4 sensors: (1) accelerometer on #istw recognition and pattern discovery,” Pervasive
mean of an acceleration module vector, varietyitwhp Computing, IEEE, vol. 9, no. 1, pp. 48-53, 2010.

and roll; (2) accelerometer on the right thigh: me& [6] J. Yang, J. Lee, and J. Choi, “Activity recotjoin

an acceleration module vector, acceleration vectobased on rfid object usage for smart mobile deyices
module, and variance of pitch; (3) accelerometethen Journal of Computer Science and Technology, vol. 26
right ankle: mean of an acceleration module veand  pp. 239-246, 2011.

variety of pitch and roll; (4) accelerometer onhtig [7] P. Turaga, R. Chellappa, V. Subrahmanian, and O
upper arm: acceleration module vector. Udrea, “Machine recognition of human activities: A
4.3.3) Experimental evaluation: The evaluation survey,” IEEE Transactions on Circuits and Systémns
contained 10-fold cross-validation tests. The used/ideo Technology, vol. 18, no. 11, pp. 1473-1488,
experimental algorithms are Support Vector Machine2008.

(SVM), Voted Perceptron (one-against-all strategy),[8] J. Candamo, M. Shreve, D. Goldgof, D. Sapped, a
Multilayer Perceptron (Back Propagation) and C4.5R. Kasturi, “Understanding transit scenes: A surgéy
Decision Trees. The best result was with C4.5 with human  behavior-recognition  algorithms,” |IEEE
confidence factor of 0.15 (accuracy of 98.2%). Late Transactions on Intelligent Transportation Systerok,
on, | used the AdaBoost ensemble learning with 11, no. 1, pp. 206-224, 2010.

decision trees (C4.5). In a simplified manner, whle  [9] J. Shotton, A. Fitzgibbon, M. Cook, T. Sharp, M
use of AdaBoost, the C4.5 algorithm was trained&it  Finocchio, R. Moore, Alex, Kipman, and A. Blake,
different distribution of samples for each iteratithus  “Real-time human poses recognition in parts from

favoring the “hardest” samples. The overall rectigni : ; iy
performance was of 99.4% (weighted average) using %lngle depth images,” in IEEE Conference on Compute

10-fold cross validation testing mode. The acc@sci Vision and Pattern Recognition, 2011.
per class follow: “sitting” 100%, “sitting down” 98%,
“stand- in” 99.8%, “standing up” 96.9%, and “walgin
99.8%. The sensor on taper arm was discarded as a
result of the feature selection procedure..

5. CONCLUSIONS

This paper presented the state-of-the-art in human
activity recognition based on wearable sensors.-Two
level taxonomy is introduced that organizes HAR
systems according to their response time and kegrni
scheme. The fundamentals of feature extraction and
machine learning are also included, as they are
important components of every HAR system. Finally,
various ideas are proposed for future researcixtend

this field to more realistic and pervasive scersrio
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