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Abstract—PCA (Principal Component Analysis) is an algorithm 
which is mainly used for face detection and recognition. This 
algorithm is basically used for learning of sample (training) face 
images because before starting to face detection and recognition 
we have to require a set of Eigen values and Eigen vector of 
sample (trained) images. So PCA is used for face recognition. 
PCA is a method which is applied on the group of colour images.  

This image is divided to some rows. The division of 
rows is according to variation in the image. Each row acts as an 
input for simple PCA algorithm. If the rows have the high data 
similarity then we apply HOTELLING transform on the rows of a 
given image. First we have to apply algorithms which find out the 
variation between the rows so we can divide the image into 
number of rows for PCA calculation. For the best result we find 
out the covariance value between the rows of image matrix. 

Index Terms— Principal Component, Eigen value, Eigen vector, 
covariance matrix, HOTELLING transform, Standard Deviation, 
Variance, Covariance. 

I. INTRODUCTION  
PCA (Principal Component Analysis) is an Algorithm which is 
mainly used for face detection and recognition. This algorithm 
is basically used for learning of sample (training) face images 
because before starting to face detection and recognition we 
have to require a set of Eigen values and Eigen vector of 
sample (trained) images. PCA (Principal Component Analysis) 
Algorithm basically takes sample images as an input and 
calculates the Face vector for each input image and then find 
out the average Image Face vector for all input Face vectors 
and then calculate the covariance matrix for all input (sample) 
images. For finding the Eigen value and Eigen vector of 
covariance matrix. A PCA (Principal Component Analysis) 
Algorithm is implemented by following steps- 

1) First it takes sample images as an input. 

2) Calculate Face vector for each input image. 

3) After Finding the Face vectors it find out the Average Face  

     vector of all input images Face vector. 

4) Calculate the Covariance matrix of all input Face vectors. 

5) Calculate Eigen value and Eigen vector of Covariance  

     matrix. 

Principal Component Analysis technique involve a 
mathematical procedure that transform a number of correlated 
variables (data) into a smaller number of uncorrelated variables 
(data).These transformed data is known as Principal 
Component of PCA Algorithm. First Principal component 
measures as much as variability in the data as possible, and 
each succeeding component accounts for as much of the 
remaining variability as possible. So it is a technique of 
identifying patterns in data, and represents the data in such a 
way as to highlight their similarities and differences. In a high 
dimension data it is hard to find the pattern and luxury of 
graphical representation is not available, PCA is a powerful 
tool for analysing data. 

                    The other main advantage of PCA is that once 
you have found these patterns in the given data, then you can 
compress the data by reducing the number of dimension, 
without much loss of information. 

II. PCA COMPUTATION 
For implementing the PCA Algorithm using Covariance matrix 
follow these steps- 

1. Get some data: - Get the data set on which you want to 
apply PCA computation. This step takes the input data for 
which you want to implement PCA algorithm which is 
complex in nature. 
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2. Subtract the mean: - After getting the data, you have to 
subtract the mean from each of the dimensions. The mean 
value is subtracted from each dimension it means first calculate 
mean value along with x - dimension and y- dimension. Then 
find out the subtract of mean from every point this subtract 
value in PCA is known as variability 

3. Calculate the deviation from the mean value: - To 
calculate the standard deviation square the difference 
calculated above then add all these after that divide this by n-1 
and take square root of final result. 

4. Calculate covariance matrix:-Now Calculate the 
covariance between each dimensions then put all these values 
in matrix. 

5. Calculate Eigen values and Eigenvector: - If the 
covariance matrix is a square then it is easy to calculate the 
eigenvector and eigen value for given covariance matrix. 
Basically eigenvector of a matrix represent the lines that 
characterize the data. For any further calculation this calculated 
(eigenvector) data is used. 

6. Choosing components and forming a feature vector: - 
This phase represents the data compression and reduced 
dimensionality. Eigenvalues are quite different values from 
Eigenvector. Eigenvector with the highest Eigenvalue is the 
principle component of the data set. It is the most important 
relationship between the data dimensions.  

First eigenvectors are found from the covariance matrix then in 
next step is to order them by eigenvalue, highest to lowest. 
This gives components in order of significance of data. Now 
we decide to ignore the components of lesser significance. This 
loses some information, but if the eigenvalues are small, we do 
not lose much. If we leave out some components, the final data 
set will have lesser dimensions than the original.  

To be precise, if our originally data have n dimensions and then 
we calculate n eigenvectors and eigenvalues then we choose 
only the first p eigenvectors so the final data set has only p 
dimensions. Now we calculate a feature vector, which is 
constructed by taking the eigenvectors that we want to keep 
from the list of Eigenvectors Feature Vector = (eig1, eig2, 
eig3…..eig N) 

7. Deriving the new data set:-This is the last step of PCA. 
Once we have calculated and choose the components 
(eigenvectors) that we want to keep in our data and then create 
a feature vector. After that we take the transpose of the given 
vector and multiply it on the left of the original data set.  

Final Data= Row Feature Vector * Row Data Adjust 

where "row feature vector" represent the matrix with the 
eigenvectors in the columns transposed so that the eigenvectors 
are now comes in the rows, with the most principal Component 
eigenvector at the top, and "Row Data Adjust" is the mean-
adjusted data transposed. For Example data items are in each 
column, with each row holding a separate dimension. “Final 
Data" set is the final data set, with the data items in columns 
and dimensions along rows. 

III. BACKGROUND MATHEMATIC FOR PCA ALGORITHM 
1. Statistics: - Statistics is based on the idea that we have big 
set of data, and we want to analyze that set in terms of the 
relationships between the individual points in given data set. So 
this type of ideas comes in field of Statistics. 

2. Standard Deviation: - The mean of sample which is 
simply defined by Add up all the numbers and then divide by 
how many numbers are. The mean value does not tell us a lot 
about the data except for a sort of middle point. The Standard 
Deviation (SD) of a data set is the measure that data is how 
much spread. It can be defines as the average distance from 
the mean of the data set to a point. 

3. Variance: - Variance is same as Standard Deviation it is 
basically another measure of the spread of data in a dataset. In 
fact it is almost identical to the standard deviation. This is 
simply the square value of standard deviation (SD). 

4. Covariance: - Standard deviation and variance two 
measures are purely 1-dimensional .Many data sets have more 
than one dimension and the aim of the statistical analysis of 
these datasets is usually to see if there is any relationship 
between the dimensions. Standard deviation and variance only 
operate on one dimension, so these only calculate the standard 
deviation for each dimension of the data set independently of 
the other dimensions.  

However, it is useful to have a similar measure to find out 
how much the dimensions vary from the mean with respect to 
each other .Covariance is such a measure. Covariance is 
always measured between two dimensions. If you calculate 
the covariance between one dimension and itself, you get the 
variance. 

5. Covariance Matrix: - A useful way to get all the possible 
covariance values between all the different dimensions is to 
calculate them all and put them in a matrix. For Example the 
entry on row 2, column 3, is the covariance value calculated 
between the 2nd dimension and the 3rd dimension. 
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6. Matrix Algebra: - This section serves to provide a 
background for the matrix algebra required in 
PCA.Specifically I will be looking at eigenvectors and 
eigenvalues of a given matrix. 

7. Eigenvectors: - In mathematics, eigenvalue, eigenvector, 
and Eigenspace are related concepts in the field of linear 
algebra. Eigenvalues, eigenvectors and Eigenspace are 
properties of a matrix. In general, a matrix acts on a vector by 
changing both its magnitude and its direction. However, a 
matrix may act on certain vectors by changing only their 
magnitude, and leaving their direction unchanged these 
vectors are the eigenvectors of the matrix. Formally, if A is a 
linear transformation, a non-null vector X is an eigenvector of 
A if there is a scalar ƛ such that AX=ƛX . 

The scalar ƛ is said to be an eigenvalue of A corresponding to 
the eigenvector X. Lastly, all the eigenvectors of a matrix are 
perpendicular, i.e. at right angles to each other, no matter how 
many dimensions you have. By the way, another word for 
perpendicular, in maths talk, is orthogonal. This is important 
because it means that you can express the data in terms of 
these perpendicular eigenvectors, instead of expressing them 
in terms of the x and y axis. We will be doing this later in the 
section on PCA. 

8. Eigen value: - A matrix acts on an eigenvector by 
multiplying its magnitude by a factor, which is positive if its 
direction is unchanged and negative if its direction is reversed. 
This factor is the eigenvalue associated with that eigenvector. 
An Eigenspace is the set of all eigenvectors that have the same 
eigenvalue, together with the zero vectors. 

9. Eigen faces: - Eigen faces are a set of eigenvectors used in 
the computer vision for human face recognition. These 
eigenvectors are derived from the covariance matrix of the 
probability distribution of the high-dimensional vector space of 
possible faces of human beings. A set of Eigenfaces can be 
generated by applying a mathematical process called principal 
component analysis on a large set of input images depicting 
different human faces. Eigenfaces can be considered a set of 
standardized face ingredients, derived from statistical analysis 
of many input images of faces.  

Any new captured human face can be considered to be a 
combination of these standard input faces. In PCA method a 
person's face is not recorded by a digital photograph, but 
instead as just a list of values which are much less space is 
taken for each person's face. The Eigenfaces that are created 
will appear as light and dark areas that are arranged in a 
particular pattern. This pattern calculates that how different 

features of a face are singled out to be evaluated and scored. 
Also, there will be a pattern to evaluate symmetry for input 
faces, if there is any style of facial hair, where the hairline is, or 
evaluate the size of the nose or mouth. Other Eigenfaces have 
patterns that are less simple to identify, and the image of the 
Eigenfaces may look very little like a face. This technique is 
also used for handwriting analysis, lip reading, voice 
recognition, sign language/hand gestures interpretation and 
medical imaging analysis. 

IV. METHOD OF IMAGE COMPRESSION BY USING   
PCA ALGORITHM 

PCA is method is applied on the group of images now we 
apply PCA to an image and the image is a colored image. this 
image is divided to some rows. The division of rows is 
according to variation in the image. Each row acts as an input 
for simple PCA algorithm. If the rows have the high data 
similarity then we apply HOTELLING transform on the rows 
of an given image. First we have to apply an algorithm which 
finds out the variation between the rows so we can divide the 
image into number of rows for PCA calculation. For the best 
result we find out the covariance value between the rows of 
image matrix.  
Covariance between two random variable is 

cov(a,b) = E[(a-µa)(b-µb)] 

where   µa = E[a], µb = E[b] 

For this we find out similarity between the rows of an image 
matrix  

          similarity(i) = cov( i row; i + 1row) 
where 
                    i = 1, 2, 3, 4……… n -1 
take the two neighbor rows of an given image matrix as a and 
b rows and find out the similarity between these rows if 
similarity is very small then leave this row and  find out 
similarity between first and third row and so on calculate the 
similarity between rows and discard the rows. 
 

 
Figure 1: The rows of M * N matrix and their similarity values 
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In order to improve the efficiency of mentioned algorithm to 
divide image into some rows, we generate a curve of 
similarity values between its rows of an given image. Suppose 
there are M square N *P monochrome images. Colored images 
can be supposed as 3 monochrome images that are red, green, 
and blue color components for each individual pixel N*P 
monochrome images are equivalent to N*P matrixes that the 
values of the components of the matrices corresponding pixel's 
location. Suppose N*P = Q. By reshaping the matrixes, the 
image can be expressed as 1* Q vectors Fi in equation 1. All 
images are put in X matrix that its elements are the intensity 
values of input images. 

 
Figure 2: A simple test image and the similarity value curve of 
the image. 
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