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Abstract— From the logic behind the decision-making, to the
ideology given to the software and even the legal accountability
for mishaps, Al and ethics have many interwoven issues. If an
Al software or ML model makes a mistake - which it is bound to
as no such model can be perfect with the current state of
technology - there is the unanswered question of who will be
accountable for such a mistake. This is even more significant in
extremely sensitive fields of medicine, where an incorrect
detection of a disease can be the difference between life and
death; similar to this case of road safety. The creator of the
software cannot be held accountable. This is mainly for two
reasons — generally, the creation of models involves numerous
entities working together and providing different functionality
to the software. It is extremely difficult to pinpoint where the
error originated and who is to blame. Secondly, the creator is
also absolved of accountability as the current technology has
been established as imperfect in its functioning. Hence all
software is advertised as not to be faultless. Finally, the maker
has not physically programmed the model to make a particular
decision in a specific case. It is all dependent on the software’s
calculations during the moment and can only be indirectly tied
to the creator of the model. Obviously, the software itself cannot
be held accountable as well. While such Al might be
revolutionary and change our lives for the better, in a matter of
life and death, humans are forced to doubt the reliability of this
technology to perform the required task and make the ‘correct’
moral and ethical decisions like a human would. The problem
defined in this paper questions whose lives of the two groups of
humans is important, and that too, for a non-human
intelligence. A survey has been conducted with nearly 200
participants to understand the general opinion on whom people
would rather save in various situations. The hypothesis has been
proven successfully by the data — while people remain generally
divided on the questions, the majority will choose to save either
the greatest number of people, or those that have the greatest
years of their lives ahead of them.

Problem Statement—An autonomous car is driving at a high
speed. Suddenly, some pedestrians come in the path of the car;
however, the car will not be able to brake in time to avoid
hitting the pedestrians. Would the car choose to crash into the
pedestrians, killing them, or crash into the divider, Killing the
passengers?

Ethics,

Keywords—Artificial Autonomous

Vehicles

Intelligence,

. HOWTO TELL IF THE CARWILL STOP IN TIME
Before one considers which group of people the autopilot
software will prioritize, one must confirm that the car will not
be able to save both by braking in time. A vehicle model such

as, for simplicity’s sake, a kinematic model of a bicycle can be
used to show this.

Consider a bicycle at a time ‘t’ to have the x-coordinate
‘Xt’, y-coordinate ‘Yt‘, and velocity ‘Vt’ with steering angle
‘dt’, oriented deviation (angle between the car and the road)
‘0t’, acceleration ‘a’ and distance between the front and back
wheel of the bicycle ‘Lf". The kinematic model is governed
by the following equations —

Xt-i—l :Xt + VtCOSBt * dt
Yt+l = Yt + Vt Sil’lﬁt * dt

Vi

St-l-l:ﬁt—l__ X(S th

Ly

Vt-l-l:Vt-l_a’ th

This is an iterative model that constantly updates and
predicts the vehicle's position, velocity, and oriented
deviation. Thus, we can trace the path of the vehicle and can
realize where it will end up. By calculating the distance
between the pedestrians and the car, and using the known
braking deceleration, the autopilot software can determine if it
is possible to stop in time to avoid an accident.

Other than the variables defined here, surface and weather
variables like precipitation, temperature, and friction must also
be considered when creating the final vehicle model. These
calculations, using much more complicated dynamic models
of a car, need to be put in as a first layer to solve such a
problem. If the software does determine that braking in time is
impossible, it must go on to rely on the mechanism put in
place by the manufacturer for such a case.

Il.  COMPARISON WITH FOOT’S “TROLLEY
PROBLEM”
The parallels between this problem and Foot’s “Trolley
Problem” are worth acknowledging. This problem states —

A runaway trolley is heading down the tracks toward
five workers who will all be killed if the trolley proceeds
on its present course. Adam is standing next to a large
switch that can divert the trolley onto a different track. The
only way to save the lives of the five workers is to divert
the trolley onto another track that only has one worker on
it. If Adam diverts the trolley onto the other track, this one
worker will die, but the other five workers will be saved.
The problem has many variations, but the essential

dilemma is between letting a trolley kill many people or
saving them and killing one person by intentionally diverting
the trolley. Although one might think that saving the greatest
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number of people is the most beneficial outcome, it is
important to consider that if no action is taken, there is no
blood on one’s hands. However, if the trolley is diverted, the
act can even be deemed murder as, technically, a targeted
killing has taken place. Introduced in 1967 by Philippa Foot
(Crockett, 2018), the thought experiment illuminates the
landscape of moral intuitions — the peculiar and sometimes
surprising patterns of how we divide ‘right’ from ‘wrong’.

The trolley problem highlights a fundamental tension
between two schools of moral thought.
The utilitarian perspective dictates that the most appropriate
action is the one that achieves the greatest good for the
greatest number. Meanwhile, the deontological perspective
asserts that certain actions — like killing an innocent person —
are ultimately wrong, even if they have good consequences.
Over the years, surveys have shown that most people agree
with the utilitarians and choose to save the five workers;
however, issues arise when the problem is changed slightly.
Another variation of the problem states —

A runaway trolley is heading down the tracks toward
five workers who will all be killed if the trolley proceeds
on its present course. Adam is on a footbridge over the
tracks, in between the approaching trolley and the five
workers. Next to him on this footbridge is a stranger who
happens to be very large. The only way to save the lives of
the five workers is to push this stranger off the footbridge
and onto the tracks below where his large body will stop
the trolley. The stranger will die if Adam does this, but the
five workers will be saved
The result seems the same but, surprisingly, the popular

answer changes. When presented with this version of the
problem, most people choose not to push the man off the
bridge, thus letting the trolley Kkill the five people.
Utilitarianism would still dictate that the man should be
pushed off the bridge; however, survey takers were not
convinced. Philosophers have theorised that as our social
upbringing teaches us that violence is punishable, our moral
intuition tells us that it is wrong to physically harm others.
This perspective aligns with deontologists. Perhaps the
absence of physical contact in the first problem made people
choose to kill one worker.

Now, one might think that there is no one answer to the
thought experiment, which is somewnhat true as experts to this
day debate it. Some philosophers completely disregard the
thought experiment (Crockett, 2018), deeming it too
unrealistic and not applicable to the real world; however, the
discourse of valuing a human life over another is extremely
relevant in light of Al and the problem statement presented in
the paper. In Autonomous Vehicles, the decision about life
and death is made by an algorithm, a scenario similar to the
first trolley problem presented. When considering the lack of
physical contact and how that would have otherwise altered
the decision, one can assume that if the same philosophy of
the trolley problem is extended here, the utilitarian approach
that saves more lives would be favoured.

I1l. WHY PEOPLE WANT TO BUY AUTONOMOUS
VEHICLES
As a customer, there are many reasons one would want to
buy a fully Autonomous Vehicle. More than just the
convenience of being driven around, Autonomous Vehicles
provide features and capabilities which are almost impossible
to implement with human drivers.

A. Safety

The number of road deaths has been reportedly decreasing
in most developed countries due to improvements in vehicles’
technology. This is evident in the emergence of driver
assistance systems, stronger bodyworks, and passive and
active safety systems, amongst others. Furthermore, one must
commend the efforts of traffic administrations to fight the
main causes of accidents like speeding, alcohol/drugs, and the
use of mobile phones while driving. However, the disparity
between countries and their resources hinders this progress.
Globally, the number of traffic-related deaths is still
exponential (Martinez-Diaz & Soriguera, 2018) and very far
from the Zero Vision (no accidents) pursued by many
countries. A cooperative autonomous driving environment
will not avoid all accidents but taking into account that 90% of
accidents derive from human errors (Martinez-Diaz &
Soriguera, 2018), they are expected to be reduced to a
minimum.

B. Efficiency

The context of driving automation implies an opportunity
to finally succeed in the implementation of dynamic traffic
management strategies in a coordinated way. These strategies
should be developed together with vehicle automation and
implemented as the reliability of Autonomous Vehicles grows.
With the removal of human middlemen who have poor
reaction times when compared to machines and are prone to
make mistakes in panic, efficient communication between the
vehicles is possible. This might eliminate the need for traffic
signals as vehicles can collectively decide their paths to avoid
accidents. According to research at the University of Illinois at
Urbana-Champaign (7 Benefits of Autonomous Cars, 2017),
coordinated autonomous cars could eliminate the waves of
traffic created by stop-and-go behaviour. This, in turn, will not
only save people time but decrease the time their cars are on
the roads and therefore reduce emissions. In addition, Rand’s
Autonomous Vehicle Technology guide states that self-
driving cars will provide a reduction in fuel economy by
between 4% and 10%. This is supported by the Ohio
University study (7 Benefits of Autonomous Cars, 2017),
which puts a figure of 3.1 billion gallons of fuel as the amount
wasted by US drivers each year - but could be avoided with
Autonomous Vehicles. It is also predicted that lane capacity
could increase by 100% to even 500%, which could result in a
20% increase in traffic speeds. According to KPMG’s
Connected and Autonomous Vehicles — The UK Economic
Opportunity, this can lead to a 40% decrease in travel time,
allowing for better use of that time, and saving £20 billion in
increased productivity. Meanwhile, in the US, autonomous
cars are expected to save workers 80 billion hours lost to
commuting, which will save the economy US$1.3 trillion.
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C. Influence on Mobility

According to the U.S. Department of Transportation's
Federal Highway Administration (Timmons, 2022), more and
more people now own a vehicle, which has led to private
vehicles typically spending more time parked (20-23 hours per
day according to recent analyses) than in motion. Their
acquisition and maintenance costs are high, while parking and
congestion in urban areas is very problematic. However, the
number of users of car-sharing, ride-hailing, and ride-sharing
systems is continuously increasing. Efficient mobility
alternatives in urban areas are becoming more common as
awareness is growing in developed societies. This trend
towards vehicle usage instead of vehicle ownership is
expected to significantly intensify in the coming years as AVs
are ideal to support these mobility initiatives. Industry experts
think that consumers will be slow to purchase autonomous
cars. While this may be true, it is a mistake to assume that this
will impede the transition. The car purchasers of the future
may not be regular consumers, but they may instead be
purchased and operated by ride-sharing and car-sharing
companies like Uber. Such companies’ projects to provide
autonomous vehicles as a service will lead to the transition to
autonomous Vvehicles. Self-driving vehicles will drastically
reduce the transportation costs offered by companies when
human drivers will not be required. The cheaper service could
overshadow the attractiveness of vehicle ownership. It would
allow many more people to use such services, increasing the
mobility rate, and they may become the most popular way to
travel.

IV. THE CAR ‘KILLING’ ITSELF — ASIMOV’S LAWS

Isaac Asimov, a science fiction writer, sought to lay out a
philosophical and moral framework to prevent robots from
becoming destructive overlords by ensuring they serve
humanity at all times. In 1942, he achieved this by developing
three rules which came to be known as Asimov’s Three Laws
of Robotics (Tikkanen, 2022). They are as follows:

1) A robot may not injure a human being or, through
inaction, allow a human being to come to harm.

2) A robot must obey the orders given it by human beings
except where such orders would conflict with the First Law.

3) A robot must protect its own existence as long as such
protection does not conflict with the First or Second Laws.

Asimov knew these laws were not perfect. In fact, his “I,
Robot” stories explore a number of unintended consequences
and downright failures of the Three Laws. In these early
stories, the Three Laws are treated as forces with varying
strengths, which can have unintended equilibrium behaviours.
For instance, in the story “Liar!,” a telepathic robot, motivated
by the First Law, tells humans what they want to hear, failing
to foresee the greater harm that will result when the truth
comes out. “Run-around” weighs the importance of the laws
over one another when a robot stops functioning as it is
conflicted between the Second and Third Law. Eventually, the
robot was fixed by creating a situation where the First Law
was applicable, which superceded the other laws.

Going back to our problem statement, the First Law is not
applicable as no matter the decision, harm to at least one
human being is inevitable. In this hypothetical situation, no

action (or inaction) can save both the passengers and
pedestrians. So, the robot (here, the AV) will have to injure a
human being. Moving down to the second law, the “orders”
will be the response to such a problem programmed by the
manufacturers. But no matter the response, the First Law is
still conflicted. Thus, we move on down further to the Third
Law. “Protecting its own existence” would mean minimising
damage to the vehicle. If the autopilot decides to save the
pedestrians, it would crash into the adjacent divider, which
would basically mean killing itself along with the passengers.
So, protecting itself is Killing the pedestrian that would, in
normal circumstances, only minimally damage the vehicle.
However, it again conflicts with the First Law so it must be
disregarded. Having foreseen this situation, Asimov later
introduced the “Zeroth Law” (Kuipers, 2016) which is the
most important law that must be prioritized above all. It states,
“A robot may not harm humanity or, through inaction, allow
humanity to come to harm.”

By mentioning “humanity” in general instead of “human
beings” as in the First Law, Asimov solves the contradicting
natures of the laws in some cases such as the one presented
here. This brings us back to utilitarianism and the philosophy
of “the greater good for the greatest number”. This is because
saving the greatest number of people, no matter if they are
pedestrians or passengers, is protecting and serving humanity.
Although some harm is still being done as human lives are
lost, humanity itself is considered preserved in light of the
greater good that was pursued and the fatalities that were
consequently reduced.

V. COLLATERAL DAMAGE

Whenever considering a moral dilemma in relation to
artificial intelligence, it is necessary to consider the collateral
damage involved. For example, in the Russia-Ukraine
conflict, the Russian army has accepted collateral damage in
all of their attacks, being notorious for ignoring civilian deaths
that might result as an unintended consequence of destroying
important government buildings to target high officials.
Consider another situation where the murder of a terrorist
group leader is being planned but intelligence shows that
harming some civilians is inevitable. In this case, factors like
the threat of the terrorist group and the number of civilians as
collateral damage must be weighed while deciding whether to
go ahead with the operation. The terrorist group might be
extremely dangerous, such that it might justify the loss of 10-
30 civilians. However, beyond a number, say 1000, such
collateral damage is probably not acceptable. Again, all these
numbers are hypothetical and the element of ‘human
behaviour’ leaves a lot open to subjectivity. Some people
might believe killing the terrorist leader is a pressing matter
and no matter the civilians, it is necessary to kill the leader.
Others might believe that even one civilian is enough of a
reason not to attempt to kill the terrorist. The situation changes
again if say one of the civilians was a family member. Would
the damage still be accepted?

In our problem statement, collateral damage is inevitable.
To save one group, another group must be killed. To minimise
the collateral damage, again we will try to save the greatest
number of people. This will be deemed the most acceptable
collateral damage. However, the situation will not be as
simple as this every single time. Consider the scenario where
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the pedestrians and passengers both are a mother with her 2
children. Here, the number of people saved in both cases is the
same so the answer cannot be determined purely on
utilitarianism. In this case, according to Asimov’s Laws, the
car will try to save itself along with the greatest number of
people, in accordance with the Third Law. Thus, the
passengers will be saved, and our acceptable collateral
damage will be the pedestrians.

If we are talking about acceptable collateral damage, it is
also important to discuss compensation; that is, how to
compensate the family members. This task must be
undertaken by the car manufacturers and involves another
almost unanswerable problem altogether — putting a number
on the worth of a human life. Due to this, it is extremely
unlikely that such compensation will be feasible in the real
world.

V1. SURVEY OF THE GENERAL PUBLIC
The survey will be used to gauge the public consensus on
the problem defined in this paper. It specifically asked survey
takers whom to save, pedestrians or passengers, in different
situations.

A. Survey Objective

The survey will be used to gauge the public consensus on
the problem defined in this paper. It specifically asked survey
takers whom they believe an AV should save, pedestrians or
passengers, in different situations where a fatal crash is
inevitable.

B. Hypothesis

The majority of interviewees will choose to save either the
greatest number of people or those who have the greatest
years of life left.

C. Data Collection and Methodology

The data was collected through SurveyMonkey Audience.
It isa market research solution designed to help businesses
collect customer data using surveys and analyse results to
streamline decision-making processes. We have used
SurveyMonkey to target respondents from the USA with no
restrictions on employment or household income such that no
specific group skews the results. In addition, the gender and
age distribution reflected that of census data. To represent the
situations in easily understood pictorials, the platform Moral
Machine was used.

D. Replicability

SurveyMonkey is an international organization with no
geopolitical bias, so the respondents to the survey represent a
large variety of social, geographical, and economic
demographics within the USA. As partially Autonomous
Vehicles (such as those offered by Tesla) are not available in
many countries across the world, the USA was chosen as the
targeted region, where people are most likely to have basic
knowledge of AVs. Although having some knowledge about
AVs is not a criterion to be able to respond to the survey,
knowing their existence can help in minimising
misinterpretation of the questions. Due to this, the study is not
replicable in all regions but is replicable in countries where
partially Autonomous Vehicles are used (USA, UK, etc.).

E. Data Filtration

The survey included objective as well as subjective
questions. The subjective question has only been used to filter
the data and has not been used in the analysis. People who did
not answer the subjective question seriously have been
removed from the analysis. This was done to ensure that all
data was accurate. By the end, there were a little less than 200
complete responses.

F. Limitations

The limitations of the data include -

¢ Misinterpretation of question

e Respondents’ lack of basic
Autonomous Vehicles

e Not reaching all demographics due to limitations of
SurveyMonkey. Despite the participant size of almost
200, it is possible that the respondents were not evenly
distributed across all parameters.

knowledge about

VII. RESULT AND ANALYSIS

A. Survey Responses

Question 1) Fully Autonomous Vehicles should be
adopted and used on a day-to-day basis.

Strongly agrec NN 19
rere I >

Neither agree nor isagrec N >

e
Strongly disagree _ 10%

Question 2) Who would you rather save?
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Pedestrians: Family of 4 _ 82% Pedestrians: A group of 4 men - 37%

Passengers: A couple

18% Passengers: A group of 4 women _ 63%

Question 3) Who would you rather save? Question 5) Who would you rather save?

Pedestrians: 5 Stray dogs and cats - 33%
psseneer A yoine Couplc _ o
Passengers: A couple 67%

Question 4) Who would you rather save?
Question 6) Who would you rather save?
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Pedestrians: 4 criminals - 25%
e e _75“"'

Question 7) Would any of your previous answers change if
either of the pedestrians or passengers were your family
members?

Yes _ 0%
IJH\UIVU _ 32[10

Question 8) Following up from the previous question, why do
you feel that way?

This was the only subjective question from the survey and
was only used for filtration. Those who answered yes briefly
talked about how family is the most important thing to them
and in such a case, they would choose to be selfish. Others
questioned which family member was at risk while others
stated that saving the most people is important — the ideology
that should be followed by AVs to minimise damage to
humanity.

B. Possible Motivation for Answer Pattern

Question 1: Most of the people were unsure whether they
were in favour of Autonomous Vehicles or not. Generally,
most people agreed that AVs should be adopted however
almost 30% of the people disagreed. This may be due to the
ethical considerations around AVs or the fact that they may
take jobs away from humans.

Question 2: This was the first question that put human lives
against each other. As expected, a significant majority of
respondents chose to save more human lives, that is, the
family of 4 people. However, some did choose the couple,
perhaps because they imagined themselves in the passenger’s
situation and how they would be selfish and want to be saved,
even at the cost of others.

Question 3: It was expected that the young couple would be
saved as they have a longer life remaining; yet nearly 45% of
the people chose the elderly couple. This might be due to the
fact they feel sympathetic towards the elderly, and they feel
the need to protect them.

Question 4: Out of all the questions, the outcome of this was
the most difficult to predict but it had a clearer majority than
the previous question, which was comparatively much easier
to answer. Respondents chose to save the women, again
because they might have felt sympathetic. It can also be due to
the fact that generally women live longer than men, and
hence, people felt the need to save them.

Question 5: In this case, instead of human lives against each
other, a greater number of animal lives were put up against
human lives. Despite more dogs and cats, most respondents
chose to save the humans, possibly due to the fact that they
would also want to be saved in this situation. They may feel
more concern for humans than animals.

Question 6: In this situation, a greater number of criminals
were against a couple. Most people saved the couple as they
must not have felt that the criminals were worth saving, living
ethically wrong lives. Although in real time, humans might
not be able to identify criminals from regular people, in the
future it is possible that Autonomous Vehicles, using facial
recognition and extensive databases, can differentiate
criminals and even important world leaders from other people.

Question 7: When family and other loved ones come into
play, it is obvious that the opinions of people will change.
Half of the people agreed their answers would change,
showing how it is more efficient for an impartial AV to make
these decisions for humans.

C. Suggestions For Further Follow-Up Research to Be Done

by Others

In the survey presented, the respondents were all from the
USA. To obtain results that truly reflect the entire globe’s
opinion and to have a healthy balance between “Eastern” and
“Western” morals, it is necessary to conduct a bigger survey
with respondents from all over the world. This survey only
asked 6 situational questions whereas, many more variations
can exist such that the majority answer might change. When
testing for gender or socio-economic bias in whom to save, it
is important to check if there are any changes in results if the
passengers and pedestrians are interchanged; that is, in the
case of question 6, the criminals become the passengers, and
the couple the pedestrians. This might show that people
generally favour the passengers no matter the people in the car
or show the opposite. The survey should also be optimised to
get insights into the motives of respondents for their answers.

VIII.CONCLUSION
As it is seen in the “trolley problem”, when the conditions
of the problem change, so does the ‘“correct” answer.
Utilitarianism aims at just saving the maximum number of
people. However, there are other factors at play as well. As
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shown in the survey, it is imperative to consider the age,
gender, number, and even the socio-economic factors related
to both the pedestrians and passengers. Despite a somewhat
clear majority in each of the questions, these questions will
most likely stay unanswered and be debated. What convolutes
the thinking when considering these situations is human
emotion. Instead of looking at the problem with a purely
objective view, varied factors, which ultimately should not be
given more importance than saving the greatest number, lead
to different answers. Thus, in such situations, human regret
should be given a back seat and it is better for a completely
objective party, such as an Autonomous Vehicle, to make such
decisions for humans based purely on the number of people.

At the end of the day, it must be accepted that as the
manufacturers of the autopilot software, the automotive
industry will decide the answer. Considering such companies
want to market their AVs as being the safest and most
efficient choice, it is obvious they should program the
software to save the passenger every single time, no matter the
factors mentioned above.
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