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Abstract - The performance of very large scale integration (VLSI) circuits predominantly 

depends on routing of interconnected circuits. The major problems in the design of VLSI layouts 

are wire sizing, buffer sizing and buffer insertion. These are the techniques to improve power 

dissipation, area usage, noise and time delay. The interconnect delay can be optimized by 

choosing proper buffer locations along the routing path. A stochastic based Particle Swarm 

Optimization algorithm is used here to optimize buffer locations to find the shortest path and also 

simultaneously minimize the congestion. The performance is compared with Particle Swarm 

Optimization based VLSI routing. The results obtained shows the proposed approach has a good 

potential in VLSI routing and can be further extended in future. 

Index Terms - Buffer insertion, Minimal Spanning Tree (MST),Routing, Particle Swarm 

Optimization (PSO). 

I. INTRODUCTION 

With rapid advancement of Very Large Scale Integrated (VLSI) circuit fabrication 

technology, size of the deep submicron and nanometer design has become a predominant factor 

in circuit performance and reliability. Numerous techniques are developed to reduce interconnect 

delay buffer insertion has been proven methodology among them. Therefore the performance of 

VLSI circuit is largely depending upon wire routing and buffer insertion through the path. The 

routing is a complex problem. Thus optimization algorithms give best solutions for the given 

routing problem with buffer insertion. 

 To solve this multifaceted problem, Hai Zhou [12] proposed novel algorithms to solve 

this problem comprehensively. An evolutionary computation technique, Particle Swarm 

Optimization (PSO) is used by Chen Dong [13] and his only shortest path without buffer 

insertion. Nasir Ayob etal [8] attempted the same problem including buffer insertion along with 

routing optimization using PSO. 

II.PARTICLE SWARM OPTIMIZATION (PSO)  

Kennedy and Eberhant [8] proposed an approach called “Particle Swarm Optimization” 

which was inspired on the choreography of bird flock. It is a population based search algorithm 

that exploits a population of individuals to probe promising regions of the search space. In the 
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context, the population is called a swarm, and individuals are called particles. Each particle 

moves with an adaptable velocity with in the search space and retains in its memory the best 

position it ever encountered. 

Considering an-dimensional search space, and particle is associated with the position 

attribute and velocity attribute. The best position encountered by the particle is denoted as. 

Assume to be index of the particle that attained the best position found by all particles in the 

swarm. The swarm is manipulated in the same form resembling the following equations 

 

             tXtprandctXtprandctVwtV idgdidididid  .....1 21          
… (1) 

     11  tVtXtX ididid … (2) 

Where 𝑖 = 1,2,……𝑁𝑝  is the particles index,  𝑑 = 1,2,…… ,𝐷  is the dimension index and 

𝑡 = 1,2, .. indicates the iteration number. The variable 𝐶1 𝑎𝑛𝑑 𝐶2are positive constants, which are 

referred to as cognitive and social parameters, respectively and 𝑟𝑎𝑛𝑑 is a function which 

generates a random number that is uniformly distributed within the interval {0,1}. The variable 

𝑤 is a parameter called inertia weight, which plays the role of balancing the global and local 

searches. It is positive linear function of iteration, given as  
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III. MODELING IN PSO 

Initialize the Particle Swarm. Initialize m particles with random position and velocity 

inside the search space. Calculate the Fitness Value of each particle. Each particle represents a 

minimal spanning tree (MST), and the cost of the MST is the fitness value of this particle. The 

fitness value is calculated by Prim algorithm [11]. Compare the calculation of each particle with 

the particles’ previous best values pi: if the current value is better than the previous best values, 

then set the current value to be the best value. Compare the calculation of each particle with the 

global best previous values among the population pg: if the current value is better than the 

previous global best values, then set the current value to be the global best value. Compare the 

calculation of each particle with the global best previous values among the population pg: if the 

current value is better than the previous global best values, then set the current value to be the 

global best value. Calculate the self-adaptive Inertia weight for every particle: Put a particle 

Fitness Value and its’ swarm population into equation (3), the particle’s Inertia Weight wk 
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would be get. Update the velocity and position of particles by using equation (1) and (2). Check 

the termination condition (a good enough position or the maximum number of iterations is 

reached). If fulfilled, the run is terminated. Otherwise the fitness value is calculated and process 

continues till the termination. 

IV.RESULTS 

Swarm size is taken of 200 is used. The maximum number of iterations is set as 100. The 

acceleration constants are set as: c1 =c2=2. r1 and r2 are random numbers, their value are between 

0 and 1. The inertia weight should be set in the range of [0.4 to 0.95] from Shi and Eberhart [14] 

for PSO’s good performance. We set the inertia weight by equation (3) applying to VLSI 

problem. 

Experiment 1: There are 12 cells generated randomly in this experiment, and the coordinates are 

shown in Table 1. 

NO. 1 2 3 4 5 6 

X 36.99 36.99 53.66 68.56 67.55 63.22 

Y 75.88 52.88 57.67 72.36 52.24 41.05 

NO 7 8 9 10 11 12 

X 81.69 36.24 20.08 43.31 30.93 59.97 

Y 37.86 39.46 42.97 33.39 16.45 18.05 

 

Table 1: Coordinates of 12 cells 
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Figure 1: Optimal solution found by PSO for Experiment 1. 

Experiment II. There are 21 cells generated randomly in this experiment, and the coordinates 

are shown in Table 2. 

No 1 2 3 4 5 6 7 

X 13.89 13.6 15.06 25.29 21.49 31.43 48.39 

Y 14.77 32.6 48.68 55.99 74.12 84.36 85.53 

No 8 9 10 11 12 13 14 

X 66.81 78.22 92.84 79.39 67.69 88.16 56.58 

Y 87.87 85.23 88.74 68.86 54.24 47.81 53.07 

No 15 16 17 18 19 20 21 

X 42.25 51.32 40.79 38.74 68.27 61.84 93.13 

Y 65.35 35.23 29.39 41.67 32.6 17.69 8.04 

 

Table 2: Coordinates of 21 cells. 
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Figure 2: Optimal solution found by PSO for 21 cells. 

 

Experiment III. There are 25 cells generated randomly in this experiment, and the coordinates 

are shown in Table 3. 

No 1 2 3 4 5 6 7 

X 10.38 11.55 25.88 42.25 39.04 37.87 19.74 

Y 68.27 89.91 86.7 85.23 75.29 58.92 47.51 

No 8 9 10 11 12 13 14 

X 10.96 47.81 67.11 71.78 66.81 61.26 82.6 

Y 35.23 53.95 53.07 72.37 84.65 94.3 92.84 

No 15 16 17 18 19 20 21 

X 91.08 84.36 76.75 82.89 84.06 68.27 50.15 

Y 79.68 53.07 34.06 29.97 10.09 13.3 11.26 

No 22 23 24 25 
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X 53.36 32.89 28.51 8.04 

   

Y 31.43 29.09 14.47 9.8 

   

Table3: Coordinates of 25 cells. 

 

Figure 3: Optimal solution found by PSO for 25 cells. 

V. CONCLUSION 

The complex routing problem in VLSI has been solved using bio-inspired computing 

techniques. Particle Swarm Optimization algorithm is successfully applied to obtain optimum 

paths in VLSI routing.  This paper presents an application of PSO for VLSI routing. The 

experiments have been carried out to demonstrate the feasibility of PSO implement VLSI 

routing. And algorithm also shows good results in VLSI routing optimization. 
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