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Abstract— The utilization of optimization techniques for de-

signing digital filters has become widespread over the recent 

years. FIR filter optimization is a multi-model problem. The 

objective of the optimization is to derive an optimum set of filter 

coefficients for the given specifications. The optimization 

problem is phrased as least squared error (LSE) between the 

specified and designed filter response in the frequency domain. 

This paper presents an alternative approach for the designing of 

linear phase Finite impulse response (FIR) high pass filter by 

using Bare Bone particle swarm optimization (BBPSO) 

technique incorporated with ripple constraint in order to 

achieve flatter frequency response. It is expedient to use BBPSO 

for optimization because it do not require any parameter tuning 

as in the case of other PSO variants. The results justify that 

proposed BBPSO based technique vanquish the other PSO 

variants in term of accuracy, robustness, convergence speed and 

stability. 

 

Keywords—Particle swarm optimization, Bare bones Particle 

swarm optimization 

I.  INTRODUCTION  

 

The digital FIR filters are the basic building blocks in a 

variety of Digital Signal Processing (DSP) system. A digital 

FIR filter is basically a discrete time and discrete amplitude 

convolver [1]. The major advantage of FIR filters that they are 

simple to design and guarantee bounded input-bounded output 

(BIBO) stability and linear phase [2].They are widely 

accepted because of their flexibility in implementation, 

precision in performance, adaptability, linearity in phase and 

reproducibility [3]. The basic operations performed by FIR 

filter are noise cancellation, signal restoration and signal 

manipulation. The application area of digital FIR filters is very 

vast. Digital FIR filters can be used for both real-time and off-

line (recorded signal) applications. Audio and video signal 

processing, communication, biomedical instrumentation are 

few of them. Processing of biomedical signals such as EEG, 

ECG, EMG and MRI also require digital filtration [4]. The 

frequency response of any digital filter depends on the 

numerical value of the filter coefficients. These values of the 

filter coefficients are typically represented by floating point 

numbers and the accuracy of the frequency response depends 

on the precision of the floating point numbers. Digital filters 

can be implemented on both hardware and software. The 

hardware implementation requires an optimum set of filter 

coefficients due to the limited size of registers, adders, 

multiplexers, buses and other hardware resources. The 

oversized filter ultimately results in higher power 

consumption and sluggish response. 

Various methods based on both linear programming and 

non-linear techniques have been used for designing FIR 

filters. Window techniques, frequency sampling, equiripple 

design techniques and weighted least square error are some of 

the conventional approaches. Frequency sampling approach 

involves sampling the frequency response at equispaced points 

by using discrete Fourier transform (DFT) and then computing 

the filter coefficients by the mean of inverse discrete Fourier 

transform (IDFT). In window techniques the infinite impulse 

response of ideal filter is delayed and truncated. Various types 

of windows such Rectangular, Hamming and Henning are 

used in to reduce oscillatory behavior (Gibbs phenomena). 

Frequency sampling approach provides better control over the 

critical frequencies as com-pared to window approach [5]. The 

conventional gradient based methods lack in ability to handle 

multi-objectives and constraints in a single problem [3]. This 

fact has attracted re-searchers towards the use various non-

linear meta-heuristic optimization techniques for designing 

optimum filters. 

The meta-heuristic optimization techniques such as 

Genetic algorithm (GA), Differential evolution (DE), Particle 

swarm optimization (PSO) and artificial bee colony (ABC) 

have been used in the literature by researchers to handle multi-

objective, multi-dimensional and constrained optimization 

problems. These techniques are based on phenomena of 

natural selection, evolution and swarm intelligence [6]–[10]. 

For designing FIR filter different optimization techniques 

have been reported in the literature such as DE [11], GA [12], 

ABC [13] and PSO. PSO [14] was developed by Kennedy and 

Eberhart and it simulates the social behavior of fish schooling, 

bird flocking and swarm of bees. Its ability to handle multi-

model problems with minimum number of control parameters, 

computational efficiency and ease in implementation in 

context of both coding and parameter tuning makes it 

prestigious choice towards the designing of FIR filters [15]. 

Because of this reason it is one of the most explored 

algorithms used for FIR filter designing. Despite of these 

advantages PSO also has some unresolved issues like 

premature convergence due to homogeneity of particles , 

larger computational time as compared to other mathematical 

approaches, dependency on particle initialization and 
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parameter initialization, inefficiency of mathematical 

background and stagnancy of particles in the swarm. All these 

issues highly influence the performance of the algorithm and 

results in premature convergence ultimately provide sub-

optimal solution [16]. The loss of diversity is also a major 

issue related the premature convergence. Different 

modifications in the canonical PSO algorithm have been 

presented to overcome the limitations. An attempt has been by 

using different communication topologies for enhanced 

information sharing within the swarm [17] in order to 

maintain the diversity of population. Other approaches utilize 

modifications in the basic velocity equation by adding some 

inertial weight and constriction factor terms [16], [18]. 

Hybridization of PSO algorithm with other techniques has 

also been listed in the literature [19]. All these modified 

variants assure better performance and convergence profile 

but at the same instance induce an additional complexity in 

the standard algorithm. 

The above context reveals that the performance of PSO 

algorithm is highly influenced by the control parameters used 

by the algorithm itself. BBPSO algorithm takes the advantage 

over the other algorithm by minimizing the parameter 

requirement and eliminates the velocity formula by directly 

updating the position by sampling the search space using 

Gaussian distribution [20]. 

The paper is organized in 5 sections. In the succeeding 

section FIR high pass filter problem formulation part and 

constraint handling procedure have been present. Section 3 

introduces the proposed BBPSO algorithm followed by 

comparison of results with other PSO variants is presented in 

section 4. Finally, section 5 concludes the paper 

II. PROBLEM FORMULATION 

 

A digital FIR filter in Z domain is characterized by 

0

( ) ( ) ; 0,1, ,
N

n

n
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Where ℎ(𝑛)  is the finite impulse response and N is the 

order of the filter having length (N+1)  Depending on the 

length and type of symmetry FIR filter are categorized in four 

types namely Type 1, Type 2, Type 3 and Type 4. This study 

uses type 1 filter having odd length and satisfies even 

symmetry i.e. ℎ(𝑛) = ℎ(𝑁 − 𝑛) for 0 ≤ 𝑛 ≤ 𝑁. Type 1 

filters are preferred over the other filter due to their versatility 

[5] in the usage. The property of symmetry also reduces the 

computational task by a factor of 2. This means that instead of 

N only 
𝑁

2
+ 1 filter coefficient are requires to be optimized. 

The rest of coefficients can be found by using the symmetry 

property. In order to satisfy frequency domain specifications 

the filter needs to be represented in the frequency domain. The 

normalized frequency response of the FIR digital filter can be 

estimated by taking the Discrete Fourier Transform (DFT) of 

the impulse response at finite number of frequency samples in 

[0, π]  interval as: 
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  is the kth frequency sample frequency 

sample and ( )kj
H e

  is the Fourier transform complex vector. 

       The very first step in designing an optimum filter is to 

characterize the filter design problem as an optimization 

problem with an objective to minimize an error function. The 

deviation in frequency response of designed filter from the 

desired response is treated as an error function by many 

researchers. Further various specifications can also be 

incorporated with LSE  to form a constrained optimization 

problem. Maximum ripple magnitude is phrased as a 

constraint to the FIR design problem. The non-linear 

constrained optimization problem can be solved by using 

either direct or indirect constraint handling methods. Indirect 

methods explicitly convert a constrained problem to an 

unconstrained problem and are easier to implement. The 

LSE and the maximum ripple constraints have been 

formulated in the following sub-sections. 

A. Least Squared Error 

The objective function is mathematically formulated as 

least squared error between the ideal filter frequency response 

and the designed filter frequency response give as: 

 2( ) | ( ) ( ) |k kj j

i dL min H e H e
       (3) 

 where, ( )L   is the error sequence difference, iH  

represents the magnitude response of the ideal filter and is 

given as: 

c1 for 
( )

0 otherwise
kj
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B. Ripple Constraint Handling 

A traditional penalty function based constraint handling 

technique has been used to handle the maximum ripple 

constraint. The penalty function admonishes the premature 

convergence by adding some penalty to the objective function 

whenever any constraint is violated [21]. 
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 The objective function LSE is modified by incorporating 

maximum ripple constraint ( )   to formulate constrained 

optimization problem. 

 

( ) * ( ) ( )L RE c L c         (2) 

 where Lc  and Rc  are suitable weight parameters. 

III. BBPSO ALORITHM 

 

BBPSO was developed by Kennedy as a Gaussian variant 

of the standard PSO. An implementation of this technique is 

provided in Algorithm 1. It also eliminates the requirement of 

velocity equation by directly estimating the position. This 

study not only presents the aspect of center of oscillation but 

also the variability in the deviation from the center. This 

algorithm uses Gaussian distribution to sample the search 

space instead of uniform distribution used by other PSO 

variants. On the other hand BBPSO also decimate the use of 
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various control parameters such as inertial weights and 

constriction factors. Thus it seems to be a parameter free 

algorithm which updates the positions of particles given by: 
1 ( , )t

ijX N       (5) 

where N a set of Gaussian is distributed numbers 

centered around the mean ( )  of Globle  and local best   

values and standard deviation ( )  given as the absolute 

difference between the two values. 

0.5( );
j ijgbest lbestX X               (3) 

  | |
jgbest lbestijX X                               (4) 

 

 

 

 
 

IV. RESULTS AND DISCUSSION 

A. Magnitude response analysis for high pass fir filter 

The implementation and simulation of high pass FIR 

filters is done in Matlab environment running on Intel(R) 

CORE (TM) i3 processor having clock speed 2.27 GHz. Two 

cases of high pass FIR filter having order 20 and 30 have been 

discussed in this study and filter length is 21 and 31 

respectively . The sampling frequency is selected as 1 Hz and 

magnitude response analysis is done for 128 sampling points 

in the normalized frequency domain. Pass band (!s) and stop 

band cut off (!p) frequencies are chosen as 0:6 and 0:65 

respectively. All of these parameters have been summarized in 

Table 1. The control parameters used by PSO and BBPSO 

algorithms are presented in Table 2. 

 

 
 

Table-1: FIR filter parameters 
Filter parameters Value 

sampling frequency f
s
 1Hz 

number of frequency samples 128 

stop band(normalized) edge frequency p  
0.60 

pass band(normalized) edge frequency s  
0.65 

 
Table-2: PSO and BBPSO parameters 

Parameter BBPSO PSO 

inertia weight ( w )  - [0.4,0.9] 

C
1

 - 2 

C
2

 - 2 

X
min

 -2 -2 

X
max

 2 2 

V
min

 - .01 

V
max

 - 1 

swarm size (p_size) 25 25 

number of iteration (n_itr) 500 500 

  

Fig.1 and Fig.2 shows magnitude response plot of filters of 

order 20 and 30 respectively in dB scale. The best set of filter 

coefficients has been obtained by running 30 trials for each 

algorithm. Both the figure demonstrate that BBPSO algorithm 

produces better filter response in terms of ripple magnitude, 

flatness, and stop band attenuation for both 20 and 30 order. 

Finally the analysis of magnitude repose and various 

performance parameters manifest the better performance of 

BBPSO algorithm with minimum number of control 

parameter. 

V. CONCLUSION AND FUTURE SCOPE 

 

In this paper an efficient and parameter independent tech-

nique based on BBPSO algorithm with maximum ripple is 

Fig.2: Magnitude response for 30 order filter in dB 

Fig.1: Magnitude response for 20 order filter in dB 
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discussed for designing optimum High pass FIR filter. From 

the simulation results it can be concluded that the frequency 

response of BBPSO filter with ripple constraint is comparable 

with the results derived using unconstrained BBPSO and other 

PSO variants. Thus because of its faster convergence and 

minimum dependency on control parameters, BBPSO 

optimization algorithm with ripple constraint can be utilized 

efficiently as an alternative of other PSO variants for FIR filter 

designing and optimization as an alternative of other PSO 

variants. In future more promising results can be obtained by 

increasing the number of trials and incorporating other filter 

specifications as constraints to the optimization problem. 
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