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Abstract— With the advancement of technology in every field, 

security can be enhanced by means of using biometrics through 

which a person can be uniquely identified. Distinguishing 

biological traits can be used as unique identifiers. Biometric 

identifiers should satisfy properties such as universality, 

uniqueness, permanence and collectability. Among various 

biometrics, ear biometric plays a vital role since it has a rich, 

stable and unique structure which varies among individuals even 

among twins, triplets, etc. Unlike other traits ear does not vary 

much with age and does not vary with any facial expressions. 

This paper deals with unique feature such as ear and tragus 

feature. Gabor filter can be used to extract the ear and tragus 

feature. Gabor filter is a linear filter which is used for edge 

detection whose representations are similar to human visual 

system. In this paper, ear and helix feature can be extracted at 

different frequencies and orientations using SIFT descriptor and 

Modified Hessian Transform which are then fused using score 

level fusion. Finally they are matched and classified using 

Artificial Neural Networks (ANN).   

 

Index Terms— Biometrics, biological traits, helix, SIFT 

descriptor, modified Hessian Transform and Artificial Neural 

Networks.  

I. INTRODUCTION 

 

owadays, with the advancement of technologies, 

authentication plays a major role. Hence authentication 

involves biometrics which deals with the authentication of the 

people based on their physiological and behavioural 

characteristics.  

Ear biometric can be considered as one of the most 

important biometrics since it satisfies all the biometric 

characteristics such as universality, uniqueness, permanence 

and collectable in nature. They have rich and stable structure 

which will not change with any facial expressions and will 

change little with age.  

 

 
 
Fig. 1. various parts of ear 

Various parts of ear can be shown in fig 1, in which shape 

of ear and helix are considered to be the region of interest. 

 

II. RELATED WORKS 

 

Many biometrics such as finger print, palm print, face, iris, 

retina, speech, etc. are available. Among these biometrics, ear 

biometric can be considered as one of the most unique, rich, 

stable and reliable.  

In image processing, among various processing stages, 

feature extraction plays a major role. Some of the techniques 

used for the feature extraction are PCA (Principal Component 

Analysis) based which is suited for 2D images which provides 

limited performance under limited conditions [1]. We can go 

for some other technique like ICP (Iterative Closest Point) 

based approach which can be suited for 3D images which 

provides limited performance under some conditions 

[1],[2]&[3]. The above approaches are not robust. Hence we 

can go for the approaches which are robust. In this paper, 

techniques used are SIFT and modified Hessian transform 

which are robust, scale and rotation invariant. Generally SIFT 

gets used in pattern matching which can be used in a water 

marking method [7], in which it was robust to geometric 

distortions.    

 

III. PROPOSED WORK  

 

In this paper, we have proposed distinctive techniques such 

as SIFT (Scale Invariant Feature Transform) and modified 

Hessian transform for extraction of feature in which SIFT is 

used to extract shape of ear feature and modified Hessian 

transform is used to extract helix feature. Both the techniques 

are robust and scale invariant. Generally SIFT descriptor is 

used in image matching [4] and image search [5]. Here in 

proposed system, SIFT descriptor and modified Hessian 

transform are used to extract shape of ear and helix 

respectively. The proposed system is shown in fig 2, which 

consists of the following steps: ROI extraction, Pre-

processing, Feature extraction, fusion, classification and 

matching. 

In ROI extraction, shape of ear and helix gets extracted 

from original image. Pre-processing involves Gaussian filter 

which is done using Eq. (1) and its gets enhanced used image 

enhancement.  
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where yx,  are image coordinates and 
2  is the standard 

deviation.  
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After pre-processing, extraction of feature takes place by 

using techniques such as SIFT descriptor and modified 

Hessian transform which are used to extract shape of ear and 

helix feature. Then next step is the fusion of ear and helix 

features using score level fusion. 

   

 
 

Fig. 2. Block diagram of score level fusion of ear and helix using SIFT 
descriptor and modified Hessian transform. 

 

Finally classification and matching is done by Artificial 

Neural Network (ANN) classifier.  

 

IV. METHODOLOGIES 

 

The proposed system involves techniques such as SIFT 

descriptor and modified Hessian transform for feature 

extraction, score level fusion for fusion of shape of ear 

feature, ANN classifier for classification and matching which 

is shown in fig 2. This section involves the brief description 

of these techniques. 

A. SIFT Descriptor 

The SIFT is an algorithm which transforms an image into a 

large collection of local feature vectors. The steps involved in 

SIFT algorithm are illustrated in fig 3. 

 

Generation of a SIFT feature point involves the following 

steps: 

To extract the local features of an image, apply the 

difference-of-Gaussian (DoG) function to the host image. 

From which we can get the DoG  filtered image which can 

be computed from the difference of two nearby scales 

separated by a constant multiplicative factor k , which can be 

computed using the Eq. (4). 

 

),(*)),,(),,(( yxfyxGkyxGDoG          (2) 

),(*),,(),(*),,( yxfyxGyxfkyxGDoG        (3) 

),,(),,(  yxLkyxLDoG                    (4) 

where ),,( yxL is the scale space of an image which can be 

defined as in Eq. (5). 

),(*),,(),,( ypfyxGyxL                  (5) 

where ),( yxf  is the input image, * is the convolution 

operation in p and q, and ),,( yxG is the Gaussian filter, 

which can be defined in Eq. (6).  
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To detect the local maxima and minima of DoG, each 

sample point is compared to its eight neighbors in the current 

image and the nine neighbors in the scale above and below. 

 

 
 

Fig. 3. Scale Invariant Feature Transform (SIFT) Algorithm. 

 

The consistent orientation assignment can be done for the 

images of the candidates from whom the feature points are 

selected based on their stability [6]. The gradient magnitude, 

),( yxm , can be given in Eq. (7) while the orientation , 

),( yx , can be given in Eq. (8).  

22 ))1,()1,(()),1(),1(),(  yxLyxLyxLyxLqpm    (7) 

))),1(),1(/())1,()1,(((tan),( 1 yxLyxLyxLyxxLyx  
 
(8) 

 Create the feature point descriptor by measuring the 

gradient magnitude and orientation at each image sample 

point in a region around the feature point location. 

 

B. Modified Hessian Transform 

The Hessian matrix is a square matrix of second order 

derivatives of a scalar valued function. It describes the local 

curvature of a function of many variables.  

 Let m denote the eigenvalue with the thm  smallest 

magnitude, for an ideal vessel-like structure in a 2-D image 

the eigenvalues should have the form as shown follows: 

                       01                                       (9) 

                      2 >> 1                                (10) 

Two local characteristics of image can be measured by 

analyzing the above two equations. First, the norm of the 

eigenvalues will be small at the location where no structure 

information is shown since the contrast difference is low, and 
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it will become larger when the region occupies higher contrast 

since at least one of the eigenvalues will be large. Second, the 

ratio between 1 and 2 will be large when the blob-like 

structure appears in the local area, and will be very close to 

zero when the structure shown is line-like.[10] 

C. Score Level Fusion 

In multimodal biometric systems, there are various types of 

fusion available such as feature level fusion, decision level 

fusion and matching score level fusion. Feature level fusion 

becomes more complex when more number of features 

involved, whereas decision level fusion does not provide 

much accurate output when compared to the score level 

fusion [8].  

Matching score level fusion involves the following steps: 

1. Measure and calculate the score value of each 

extracted feature. 

2. Matching can be done by using the score of 

measuring the similarity of features between test 

image and trained image.  

3. The matching scores can be fused with the help of 

the Normalization technique. 

Based on the applications used, the normalization technique 

can be selected and used using table 1. 

 

TABLE 1 

VARIOUS NORMALIZATION TECHNIQUES WITH 

THEIR ROBUSTNESS AND EFFICIENCY 
Normalization 

Technique 

Robustness Efficiency 

Min-max No N/A 

Decimal scaling No N/A 

Z-score No High 

Median and MAD Yes Moderate 

Double sigmoid Yes High 

Tanh-estimators Yes High 

 

By using the normalized value, score level fusion can be 

done using various methodologies such as: 

1. The Simple Product Rule. 

2. The Simple Sum Rule. 

3. The Simple Max Rule. 

4. The Simple Min Rule. 

Thus the score level fusion can be done using one of the 

techniques given above. 

V. EXPERIMENT AND RESULTS 

Many traits are available for human authentication in which 

ear can be considered as one of the most prominent biometrics 

using which the authentication can be done with more 

accuracy. Various steps are involved in the authentication 

process. They are as follows: 

A. ROI Extraction 

The raw image can be given as input to the system in which 

Region of Interest (ROI) can be extracted as shown in fig 4.  

B. Pre Processing 

There are various steps involved in pre-processing such as 

filtering and image enhancement. 

1) Filtering 

If any processing steps are affected by noise then we can 

use Gaussian filter to remove the noise as shown in fig 5. 

         
                   (a)                            (b)                   (c) 

Fig .4. (a) Original image and (b)&(c) ROI images of ear and helix 

respectively 

 

 
               (a)                           (b)                     (c) 

Fig. 5. (a) Noisy image and (b)&(c) Filtered images 

 

2) Image Enhancement 

Various preprocessing steps are increasing contrast, 

brightness, etc which is known as image enhancement which 

is shown in fig 6. 

 

           
                (a)                                     (b)                            (c) 

Fig. 6. (a) Original image and (b)&(c) Enhanced images of ear and helix 

 

3) Feature Extraction 

Ear and Helix feature gets extracted using techniques such 

as SIFT descriptor and modified Hessian transform. The edge 

detection is done by canny edge detector which is shown in 

fig 7a. The extracted feature using SIFT descriptor and 

modified Hessian transform are shown in fig 7b and 7c 

respectively. 
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  (a)                                                     (b)    

 

 
                            

                         (c) 
Fig. 7. (a) Edge Detected Image, (b) SIFT descriptor image and (c) modified 

Hessian transform image 

C. Fusion,Classification And Matching 

Fusion is done using score level fusion. Since the 

performance of neural networks is as good as conventional 

statistical modeling [9], Artificial neural networks are used 

for classification and matching.. 

VI. CONCLUSION 

This research deals with the Ear biometric, which can be 

considered as one of the most unique, reliable, invariant and 

effective techniques to authenticate the identity of the people. 

Here distinctive techniques are used for feature extraction. 

The scores of extracted features are calculated and gets fused 

using score level fusion which gets classified and matched 

using ANN classification. 

The experimental result is carried out on IIT Delhi ear 

database. The research is to prove that the accuracy of the ear 

biometric authentication system using the above mentioned 

techniques in fused feature is better than the individual feature 

of the ear shape. Tragus feature can be considered as a part of 

the fusion to improve the performance and accuracy which 

can be done as a future work. 
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