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Abstract—In this current scenario, choosing any one choice among multiple conflicting objectives is become the common problem. These problems are considered to be solved through the decision being made for the given objective is best compromising solution i.e. the solution satisfying all the objectives. Particle swarm optimization is one of meta-heuristic mechanism being used to find solution from the solution space. It belongs to evolutionary algorithm as it is population based optimization technique which figured out to be efficient, effective, flexible and easy implementation. Changes have been made in original particle swarm optimization techniques result in better solutions for multi objective optimization problems. This paper provides the basic known concepts of multi objective optimization as well as of particle swarm optimization. This results in better understanding of the concept of multi objective particle swarm optimization. Here, we also discussed the concepts of multi objective particle swarm optimization, techniques used in multi objective particle swarm optimization, approaches applied in multi objective particle swarm optimization and some of the future related work directions are also being included.

I. INTRODUCTION

In the real world scenario, optimization plays a vital role. It is the technique by which maximum or minimum value of the function is being calculated. This is being used to optimize efficiency, reliability, profit and other measures etc. [1] Optimization can be defined as the either maximization or minimization such as maximization of one function is equivalent to minimization of opposite function. In optimization, problem may be defined with various objectives, and these objectives are normally conflicting in nature and have to satisfy simultaneously. Optimization problem belong to area of Multi criteria decision making. This deals with mathematical optimization problems. Therefore, in this method, decision has been taken by best tradeoff condition between two or more conflicting objective. [21]

Particle Swarm Optimization (PSO) is meta-heuristic optimization technique. It belongs to the field of swarm intelligence and collective intelligence. It is also one of the sub field of computational intelligence. It is being used to consider the social behavior of birds. The approach defined here can be viewed as distributed behavior algorithm that operates in multi-dimensional search. In particle swarm optimization, individuals perform best from their past experiences as normally the population has memory which is being used by the individuals. This approach is been successfully implemented for continuous non-linear and binary discrete optimization. Particle swarm optimization is resulted as efficient, simple and flexible population based approach. Therefore, it can be extended to deal with multi objective optimization problems. [2][11]

In the multi objective optimization problem, particle swarm optimization can be extended in two ways. Firstly, every objective function is computed separately and secondly, all objective functions are calculated for every particle. Normally, a non-dominant is being used to guide the particles is known as leader. For each iteration, non-dominant solutions are stored in order to detect pareto optimal solution that are then been stored in memory called external archive. The key issues that are considered for better design of Multi-Objective Particle Swarm Optimization (MOPSO) are defined below: [7][3]

(1) Evaluation of objective functions
(2) Selection of leader from archive
(3) Promotion of diversity in external archive
(4) Maintaining the archive
(5) Exchange of information through neighborhood topology.

The above mention issues are discussed later on details. The remaining part of this paper is organized as follows. The concepts of PSO are described in Section II. The fundamentals of MOOPs are explained in Section III. The work till date being done is being discussed in Section IV extending with concepts and approaches of MOPSO. Finally, future scope and conclusion are drawn in Section V and VI respectively.

II. PARTICLE SWARM OPTIMIZATION

James Kennedy and Russell Eberhart [1] introduced the term particle swarm optimization in 1995. It is based on swarm algorithms which depicts the social behavior of organism such as birds and fishes. PSO can be defined as the extension of social behavior of animals which follows the principle of population based meta-heuristic technique for optimization of problems. It includes the acceleration by distance being covered while velocity is being matched from nearest neighbor, hence belongs to technique known as nearest
neighbor principle. Originally, PSO is been utilized for weight balancing in neural networks [2]. The basic characteristics of PSO are being given below:

Sociality [3]: Social interaction is the basic for human intelligence as they learn from their past experiences which make them to adapt the environment and also provide the attitude to behave in social environment.

Other concepts of PSO indicate that due to mutual learning individuals behave in similar manner which later being called as Culture. There are certain principles which every swarm group follows to study their intelligence behavior. Thus, fundamental principles are stated below [1, 3, 5, 6]:

(1) Proximity: Population must have time computation and simple space.
(2) Diversity: For the avoidance of narrow channels population must have diversity.
(3) Stability: Change in environment should not affect population.
(4) Quality: Population should consider quality factors in the environment.
(5) Adaptability: Population should be ease in changing with the computation.

In PSO, the usage of swarm is being slightly different from the evolutionary algorithms, because it follows cooperative behavior rather than competitive behavior. PSO use adaptable velocity vector, which monitors as well as changes the position of the particles after iteration in algorithm. It exploits information springing from their past experience which makes them to move towards the safe regions of search space [9]. To remember the particles past experience the separate region is present in search space which stores their best position being obtained in the search space. In single-objective optimization problem, PSO can be described in more formal manner is being given below:

Let $f: S \rightarrow R$ be defined objective function, where $S$ is the search space of d-dimension and $n$ is the number of particles, and where $S$ is given as $S = \{x_1, x_2, x_3, \ldots, x_n\}$. Hence, the $i^{th}$ particle can be represented as $X_i = (x_{i,1}, x_{i,2}, x_{i,3}, \ldots, x_{i,d}) \in S$ and the past best position obtained by swarm in search space is $pbest_i = (pbest_{i,1}, pbest_{i,2}, pbest_{i,3}, \ldots, pbest_{i,d}) \in S$. The velocity of the $i^{th}$ particle is given by $V_i = (v_{i,1}, v_{i,2}, v_{i,3}, \ldots, v_{i,d})$. Thus, the particle movement for $(t+1)^{th}$ iteration is computed as follows:

$$X_i(t+1) = X_i(t) + V_i(t+1) \quad (1)$$

$$V_i(t+1) = V_i(t) + c_1 r_{1}(t) x (pbest_i(t) - X_i(t)) + c_2 r_{2}(t) x (gbest(t) - X_i(t)) \quad (2)$$

where $i = 1, 2, 3, \ldots, n$ is the position of the ith particle and the velocity at the $t^{th}$ iteration is denoted with $X_i(t)$ and $V_i(t)$ respectively. The best position achieved by entire swarm and particle itself at iteration is given by $gbest(t)$ and $pbest(t)$ respectively. There are two acceleration coefficient $c_1$ and $c_2$ which define cognitive and social parameter respectively, while $r_{1,1}$ and $r_{2,2}$ are random values within range of $[0,1]$. Velocity of the particles can be updated with the three components [10].

(1) $V_i$: makes particle to continue in same direction.
(2) $pbest$: makes particle to move to personnel best position found in past, which is being computed using random weight $c_1 r_{1,1}$.
(3) $gbest$: makes particle to move to global best position found by any particle of swarm, which is being computed using random weight $c_2 r_{2,2}$.

The overall procedure of PSO is given in Table I:

<table>
<thead>
<tr>
<th>TABLE I. PROCEDURE OF PSO [67]</th>
</tr>
</thead>
<tbody>
<tr>
<td>begin</td>
</tr>
<tr>
<td>for each particle of the swarm</td>
</tr>
<tr>
<td>Initialize particles position and velocity randomly</td>
</tr>
<tr>
<td>end for</td>
</tr>
<tr>
<td>do</td>
</tr>
<tr>
<td>for each particle of the swarm</td>
</tr>
<tr>
<td>Evaluate the fitness function</td>
</tr>
<tr>
<td>if the objective fitness value is better than the personal best objective fitness value (pbest) in history</td>
</tr>
<tr>
<td>Current fitness value set as the new personal best (pbest)</td>
</tr>
<tr>
<td>end if</td>
</tr>
<tr>
<td>end for</td>
</tr>
<tr>
<td>From all the particles or neighborhood, choose the particle with best fitness value as the gbest or lbest</td>
</tr>
<tr>
<td>for each particle of the swarm</td>
</tr>
<tr>
<td>Update the particle velocity according to Eq. 2</td>
</tr>
<tr>
<td>Update the particle position according to Eq. 1</td>
</tr>
<tr>
<td>end for</td>
</tr>
<tr>
<td>until stopping criteria is not satisfied</td>
</tr>
<tr>
<td>end begin</td>
</tr>
</tbody>
</table>

A. Particle Swarm Topologies

The components being described above shows that the PSO performance is influenced by the personnel best position (pbest) and global best position (gbest). Thus, the best position is being depended on the information been exchanged among the neighbor particles. The particles can be connected to each other in any of the way hence some most common neighborhood topologies are being described below [3]: Figure 1 shows all the topologies.

Empty Graph: Every particle is connected to itself and compared with its own current value, which is found as pbest. [8] Thus, Eq.2 is computed using $c_2 = 0$.

Local best: In this, the k-immediate neighbor’s performance affects every particle, and also particle being affected by its own best (pbest). In this case, Eq.2 has leader = lbest. [8] If k=2, then the structure obtained is ring topology.

Fully connected Graph: It describe the topology which provides the interconnection of particles with one another. Every particle makes use of its own best (pbest) and also the best position of the swarm (gbest). The structure being obtained is star topology [11]. Hence in Eq.2 calculation is done as leader = gbest.

Star Network: In this type of topology, one particle is known as focal particle which is being connect to the all the particle remaining in the swarm. In PSO, this is being called as wheel topology. [8] In this case Eq.2 is calculated using leader = focal.
Tree Network: In this topology, all particles are being arranged in form of tree i.e. each node has only one particle. In PSO, this is being called as hierarchical topology. [61] In this case Eq.2 is calculated using leader = pbestparent.

Ring topology and wheel topology are the commonly defined topologies. Kennedy [12] described that fully connected graph makes fast convergence but being trapped in local minima.

Fig.1 Topologies of swarm: (a) Ring topology (b) fully connected topology (c) star network topology (d) tree network topology [67]

B. Selection of parameters for Particle Swarm Optimization

During the implementation of PSO many of the consideration is being made to avoid swarm exploitation and convergence. The consideration includes such as selection of acceleration constant, limitation of maximum velocity and inertia constant or constriction factor. [4]

(a) Selection of maximum velocity: The velocity of the particle is the stochastic variable. Thus, it makes an uncontrolled trajectory to go beyond the wider cycles of the problem. [3, 13] Thus the limits of the velocity are being defined to avoid this problem as given: [3]

\[
\text{If } V_{id} > V_{\max} \text{ then } V_{id} = V_{\max} \\
\text{Else if } V_{id} < -V_{\max} \text{ then } V_{id} = -V_{\max}
\]

If considering velocity as \( V_{id} \), which is very large and by go beyond the solution space. While, if velocity - \( V_{\max} \), which is very small and limit the movement of the particle. In both of the condition optimal results is not obtained. H. Fan [14] proposed the formulation to calculate maximum velocity which remains uniform throughout the search space. It is being depicted in Eq.3

\[
V_{\max} = \frac{(X_{\text{max}} - X_{\text{min}})}{N} \quad (3)
\]

\( X_{\text{max}} \) and \( X_{\text{min}} \) are the maximum and minimum values of the position obtained by the particles and \( N \) is the number of intervals being defined by the user in k-dimensional search space.

(b) Selection of acceleration constants: Acceleration of pbest and gbest are monitored through the acceleration constant \( c1 \) and \( c2 \) respectively. The values of these constant should not be very large or small because it may either diverge the particles or limit their movement respectively. Ozcan and Mohan [15] performed several experiments to proposed the effects of deterministic acceleration constant as \( c = c1 + c2 \). The author found that particle’s trajectory goes to infinity if \( c > 4 \). So, the highest value of acceleration constant will be limited using \( V_{\max} \). Ozcan and Mohan [1] also suggested that for better results the value of acceleration constant should be \( c1 = c2 = 2 \). Note that value of \( c1 \) and \( c2 \) alter according to the problem characteristics.

(c) Selection of inertia constant and constriction factor: According to several literatures, the acceleration constant and maximum velocity is being defined properly still there is a chance for particle to go to infinity, thus this is known as exploitation of the swarm. Therefore, two mechanism is being proposed in the literature to control the exploitation, they are inertia constant [16, 17] and constriction factor [18, 58].

Inertia constant: Inertia (\( w \)) is being multiplied to the velocity \( V_i \) (t) of the previous time t. Thus in Eq.2, velocity can be computed again as [3]:

\[
V_i(t+1) = w(t) \times V_i(t) + c_1 \times r_1(t) \times (pbest(t) - X_i(t)) + c_2 \times r_2(t) \times (gbest(t) - X_i(t))
\]

(4)

The value of inertia constant can be static or be dynamic [. Dynamically inertia value can be computed as defined below:

\[
w(t) = \frac{(T - t) \times (w_i - w_e)}{T}
\]

(5)

where \( T \) is maximum number of time required to search, \( w_i \) is weight of starting inertia and \( w_e \) is weight of ending inertia. As learnt from literature \( w_i \) can be 0.9 as it allows finding the global optimum quickly. The shifting from exploitation to exploitation nature reaches until \( w_e \) decreased up to 0.4. [16,17]

Constriction factor: Clerc and Kennedy [58] proposed a constriction factor to control the exploitation of the swarm. If particles being present in multi-dimensional search space then velocity can be calculated as [3]:

\[
V_i(t+1) = \chi \times [V_i(t) + c_1 \times r_1(t) \times (pbest(t) - X_i(t)) + c_2 \times r_2(t) \times (gbest(t) - X_i(t))]
\]

(6)

where

\[
\chi = \frac{2k}{|2-\varphi| - \varphi[2 - 4\varphi]}
\]

(7)

as \( \varphi = c_1 + c_2 \) and \( \varphi > 4 \). If \( k=1 \) and \( \varphi = 4.1 \) [20] then value of constriction factor \( \chi \) is computed as 0.729 and thus being multiplied to previous velocity.

III. MULTI OBJECTIVE OPTIMIZATION PROBLEM

In the real world various problems are available that have more than two conflicting objectives. These problems are known as multi-objective problems. The solution to these problems is to find best tradeoff condition among the conflicting objectives [21]. Multi-objective optimization problem (MOOP) can be simply defined as the minimization or maximization of the multiple objective functions simultaneously. MOOP is also known as vector optimization, multi-criteria optimization or pareto-optimization. [65] Mathematically, MOOP can be defined as [23]:

\[
\text{Minimize or Maximize } f_n(x) \quad (8)
\]

where \( n = 1,2,3,\ldots,N \) being subjected to:

\[
g_i(x) \geq 0 \text{ where } i = 1,2,3,\ldots,m \\
h_k(x) = 0 \text{ where } k = 1,2,3,\ldots,p \\
x_{i_l} \leq x_i \leq x_{i_u} \text{ where } i = 1,2,3,\ldots,q
\]

(9)
Here, \( x \) is being defined as the vector of \( n \) decision variables which can be represented as:

\[
x = [x_1, x_2, x_3… x_n]^T
\]

(10)

where, \( T \) is the transposition of column vector into row vector. Thus decision variable are numeric values that being chosen for optimization. In MOOP, constraints are imposed in-order to apply restriction over the resources and environment. They are dependent on the parameters and decision variables being involved in problem. The set of constraints, \( x_i^{(L)} \leq x_i \leq x_i^{(U)} \), impose restriction over variable \( x_i \) to take value within the lower bound and upper bound. These bounds are known as decision space. \( g_i(x) \) and \( h_k(x) \) are defined as inequality and equality constraints respectively. The solution \( x \) which does not satisfy all the constraints as well as bounds of the problem is called infeasible solution. On the other hand, the solution \( x \) which satisfy all the constraints as well as bounds of the problem is called feasible solution. Set of all feasible solution are called as search space and being denoted as \( S \).

To evaluate the solution it is being important to have certain criteria. The criteria has been used for computational function of the decision variable is known as objective function [22]. Thus, \( N \)-objective can be represented as:

\[
f(x) = [f_1(x), f_2(x), f_3(x),… , f_n(x)]^T
\]

(11)

The multi-objective optimization includes multi-dimensional space is known as objective space. Euclid describes two spaces which is being considered in MOOP are decision variable and objective space. For every decision variable, there exists a point in objective space which is denoted by \( O \) and being defined as:

\[
f(x) = [f_1(x), f_2(x), f_3(x),… , f_n(x)]^T = O = [O_1, O_2, O_3, … O_n]^T
\]

(12)

The mapping of decision variable and objective space is being shown in figure. 2

![Fig.2 Mapping of decision variable and objective space](http://www.ijert.org)

MOOP satisfies multiple objective functions, which does not produce a unique solution, but the set of solutions. Pareto-optimality theory [25] is being applied to find the set of solutions. The objective function can be either continuous or discrete and be linear or non-linear. The decision variable can only be either discrete or continuous.

Linear and Non-linear MOOPs: MOOPs are classified as linear and non-linear on the basis of the objective function and the constraints being used. Therefore, if all the objective function and constraints of the problem defined are linear then the MOOP is known as Multi-objective linear program while if anyone of the objective function or constraints is found to be non-linear, then MOOP is called as Non-linear Multi-objective program[24]. Likewise MOOP can also be convex and non-convex in nature. They can be defined as follows [24]:

Convex function: A function \( f: R^n \rightarrow R \) can be termed as convex for any two pair of solution \( x_1, x_2 \in R^n \) if the following condition is true:

\[
F( (1 - \alpha) x_1 + \alpha x_2) \leq (1 - \alpha) F(x_1) + \alpha F(x_2); \forall 0 \leq \alpha \leq 1
\]

Thus, MOOP can be convex if all its functions are convex as well as feasible region is also convex in nature.

A. Ideal Objective vector and Concept of Dominance

For obtaining the solution from the search space for MOOP, the concept of dominance is being used. The multi-objective algorithm is being bounded by two objective vectors as [24,67]:

(1) Nadir objective vector: Nadir objective vector is always considered approximately because the whole set of pareto-optimal is unknown.

(2) Ideal objective vector: Ideal objective vector is being defined through individual optimal objective values. Mathematically it is denoted as [24, 67]:

Let \( x^o = [x_1^{o}, x_2^{o}… x_n^{o}]^T \) can be defined as vector of variables that minimizes or maximizes the \( i \)-th conflicting objective \( f_i(x) \) where \( x^o \in S \) can be represented as:

\[
\text{Minimize/maximize } f_i(x) \\text{ subject to } x \in S
\]

Hence, it describes that \( f_i(x^o) = \text{optimim}_{x \in S} f_i(x) \) and ideal objective function is denoted as \( O^* \) and being given as follows:

\[
O^* = f^* = [f_1^*, f_2^*… f_n^*]^T
\]

(14)

Every MOOP does not have same solution as well as ideal vector. In general, ideal vector is non-existing solution because it is only possible if and only if all objectives are non-conflicting and have same values to MOOP. Therefore, it is only being used for reference.

Concept of Dominance: Multi-objective optimization algorithms uses dominance concept. As MOOP produces set of solution for the objective functions that are conflicting in nature. If solution \( x_i \) is better than \( x_j \) solution, then \( x_i \) is said to dominate \( x_j \). Dominance can be defined as [24]:

Solution \( x_i \) is said to be dominating to solution \( x_j \) if and only if:

(1) \( x_i \) is better than \( x_j \), \( f_k(x_i) > f_k(x_j) \); for all \( k = 1,2,3… N \)

(2) \( x_i \) is strictly better than \( x_j \), \( f_k(x_i) \geq f_k(x_j) \); for all \( k = 1,2,3… N \)

Dominance relation follows certain properties such as non-reflexive, non-symmetric, non-anti-symmetric and transitive.
B. Pareto Optimality

In multi-objective optimization problems, the set of solution are obtained and these solutions are been compared to get non-dominant set of solutions from the given set of feasible solution. Non-dominant set can be defined as follows [21]:

Vector decision variable x ∈ S ⊆ R^n is termed as non-dominant with respect to S, if there does not exists another x' ∈ S such as f(x') < f(x).

On the contrary, we can also say that if P* ⊆ S is set of non-dominating solutions i.e. there does not exist any another solution to dominate it, is called as pareto-optimal set. Formally, it is being defined as [60]:

Pareto optimal: vector decision variable x' ∈ F ⊆ R^n is called as pareto-optimal if it is non-dominant in nature with respect to feasible region F.

Pareto optimal set: Pareto optimal set P' can be stated as

P' = {x ∈ F | x is pareto-optimal}

Pareto optimal solutions can also be known as non-inferior, pareto-efficient, or pareto-admissible solutions. Therefore, the set of pareto-optimal outcomes are termed as pareto-front. It is being defined as [60]:

For given MOOP, let P' be pareto-optimal set and f(x) be objective function, then pareto-front is represented as:

PF = \{f(x) ∈ R^n | x ∈ P'\}

Figure 3 represents the pareto-optimal solutions and pareto-curve.

Globally pareto-optimal set: for the given function f: S ⊆ C R^n → R^k, S ≠ φ, k ≥ 2, for all x ∈ S then pareto-front PF' = f(x') \succ (∞, ..., ∞) is known as global minimum if and only if:

\forall x ∈ S : f(x') ≤ f(x)

where, x' = 1, 2, ..., k is called as globally pareto-optimal set, where f is multiple objective function and S is the set of feasible regions.

The above defined definitions describes that Pareto front PF' is being formed by non-dominating vectors. In general, many solutions are calculated to obtain objective function f(x). Then corresponding to them non-dominant solution are produced to obtain pareto-front.

Pareto optimality can be classified as weak pareto-optimality and strict pareto-optimality. A point x* ∈ S is called weak pareto-optimality if there exist no x ∈ S such that f(x) < f(x') \forall i = 1, 2, 3,...N [22]. On the other hand, a point x* ∈ S is called strict pareto-optimality if there exist no x ∈ S, x ≠ x' such that f(x) < f(x') \forall i = 1, 2, 3,...N [22].

There are two essential conditions being proposed by Fritz-John and Krush-Kuhn-Tucker for pareto-optimality, namely the Fritz-John necessary condition and Krush-Kuhn-Tucker sufficient condition. These conditions are being defined below assuming the objective function and constraints as being described in Eq. 8 [24]:

Fritz-John Necessary condition for Pareto optimality: The necessary condition for x* to be pareto-optimal is that there exist vectors λ ≥ 0 and u ≥ 0; where λ ∈ R^J, u ∈ R^L and λ, u ≠ 0; such that if following conditions are true:

\[ \sum_{i=1}^{L} \lambda_i \nabla f_i(x) - \sum_{j=1}^{J} u_j \nabla g_j(x) = 0 \text{ and} \]

\[ U_j g_j(x) = 0 \text{ } \forall \text{ } j = 1,2,3 \ldots J \]

Krush-Kuhn-Tucker sufficient condition for Pareto optimality: The sufficient condition for x* to be pareto-optimal is that there exist vectors λ > 0 and u ≥ 0; where λ ∈ R^J, u ∈ R^L and λ, u ≠ 0; such that if following conditions are true:

\[ \sum_{i=1}^{L} \lambda_i \nabla f_i(x) - \sum_{j=1}^{J} u_j \nabla g_j(x) = 0 \text{ and} \]

\[ U_j g_j(x) = 0 \text{ } \forall \text{ } j = 1,2,3 \ldots J \]

IV. MULTI OBJECTIVE PARTICLE SWARM OPTIMIZATION PROBLEM

Multi-objective optimization problems have pareto-optimal sets; therefore it is being required to modify the original PSO to solve MOOP. Eckart Zitler [27] defines three general goals to archive:

(1) Maximum number of solutions in Pareto optimal set.
(2) Minimum distance between true pareto-front and pareto-front produced by an algorithm.
(3) Maximum diversity in the solution set being obtained.

There are two methods by which we can find non-dominant set; firstly, make PSO to make many runs, each run of PSO produces single solution. Therefore, after all runs of PSO, solution set is produced. Secondly, PSO is the population based algorithm, thus its run produces non-dominant solutions. The fundamental issues which are considered for designing of PSO for MOOP are discussed below [28]:

Fig.3 Pareto-optimal solutions and Pareto front [66]
(1) Strategy to choose leaders for non-dominant solutions to give preference over dominant solution.
(2) Strategy to maintain non-dominant set of solution in the process of searching with all previous as well as current population.
(3) Strategy to retain diversity in solution set to avoid convergence to a single solution.

PSO follows two basic approaches for MOOP [29]:

Approach 1: In this approach, algorithm considers every objective function separately. One function at a time is computed for each particle. This method aims to communicate modified from each objective function to guide towards a pareto-optimal front.

Approach 2: For each particle, all objective functions are computed which consider the pareto-optimality concept. This method produces non-dominant set known as leaders.

Leader is the one who guides particle towards the true pareto-optimal front. Storing their best position as Pareto may result in exceeding the size of swarm. Therefore, the solutions are being stored in an external archive during search of non-dominant solution. External archive is maintained by the replacement of old solution by the new solution. Pseudo Code for the multi-objective particle swarm optimization is given in Table II:

The defined code includes variation which used to optimize MOOP. Firstly the velocity and position of the particle are initialized randomly. Then leader set is initialized with non-dominant particles. Leader is selected for each particle to update the velocity as well as position. Some mechanisms are applied to select leader from the archive. Then the particle in swarm updates pbest if the previous value is not better than the current one. This process is being carried out for fixed number of iteration. For iteration, leader in external archive is being updated and recomputed the quality of the leader.

<table>
<thead>
<tr>
<th>TABLE II. PSEUDO CODE OF MULTI OBJECTIVE PARTICLE SWARM OPTIMIZATION [67]</th>
</tr>
</thead>
<tbody>
<tr>
<td>begin</td>
</tr>
<tr>
<td>for each particle of the swarm</td>
</tr>
<tr>
<td>Initialize particles position and velocity randomly</td>
</tr>
<tr>
<td>end for</td>
</tr>
<tr>
<td>Initialized external archive (initially empty)</td>
</tr>
<tr>
<td>Quality (leader)</td>
</tr>
<tr>
<td>do</td>
</tr>
<tr>
<td>for each particle of the swarm</td>
</tr>
<tr>
<td>select a particle (leader) from external archive</td>
</tr>
<tr>
<td>Evaluate the fitness function</td>
</tr>
<tr>
<td>if the fitness value of the objective is the better than the best fitness value of the objective (pbest) in history then</td>
</tr>
<tr>
<td>Current fitness value of the objective function is set as the new pbest</td>
</tr>
<tr>
<td>end if</td>
</tr>
<tr>
<td>update the velocity of the particle according to the equation-2</td>
</tr>
<tr>
<td>update the position of the particle according to the equation-1</td>
</tr>
<tr>
<td>end for</td>
</tr>
<tr>
<td>update leader in external archive</td>
</tr>
<tr>
<td>Quality (leader)</td>
</tr>
<tr>
<td>until stopping criteria is not satisfied</td>
</tr>
<tr>
<td>Report the results of external archive</td>
</tr>
<tr>
<td>end begin</td>
</tr>
</tbody>
</table>

Gregorio Toscano Pulido [30] presented some of the issues in algorithm for PSO in multi-objective scenario. They are selection and updation of leader and creation of new solution [30, 64]:

(1) Selection and updating of the leader: How selection of leader is being made from non-dominant solution set, what must be the criteria for selection of leader, what strategy must be planned for the selection of particle which remain in external archive.

(2) Creation of new solution: what must be the criteria for diversity promotion so as to create solution as position updation and mutation operator?

The above described issues indicate that the selection of leader is very important concept in multi-objective particle swarm optimization (MOPSO) design. All non-dominant solution can become leaders, so any one from them is elected. The importance of leader is being evaluated by the criteria of quality. In several literatures, quality measures being defined in many ways. The common ways being proposed is density based leader selection. Several authors proposed basically two important density based measures such as, nearest neighbor density estimator [57] and kernel density estimator [31].

(1) Nearest neighbor density estimator: In this mechanism, the density of the particle is being calculated by the closet neighbor in the objective function space.

(2) Kernel density estimator: In this mechanism, parameter called as $\sigma_{share}$ is defined, which is the radius of the neighborhood of the particle. The neighborhood being defined for each particle is called as niche. Hence, fewer numbers of particles are preferred.

In MOPSO, the most complicated task is to update external archive. MOPSO use three types of archives. Firstly to store global best solutions, second to store personal best solutions and third to store local best if required in problem being defined [60]. The solution obtained will be kept in external archive if the solution is non-dominant from all the member of the archive. If the solution fails to follow the above defined condition, then it is usually being removed. To avoid the complexity in updation of archive, bound archive size is used [28]. Suppose the solution obtained is non-dominant by the member of archive but the archive is full, then diversity is important factor for the insertion of solution into the external archive. Thus, archive is being updated to retain the maximum diversity of the archive.

A. MOPSO Related work

There are several proposals that have been used recently to implement PSO for multi-objective. Here, all have been reviewed in the paper [39] and some are discusses below:

(1) Moore and Chapman Algorithm [64]: It is based on Pareto dominance. The author focused over the importance of performance of both individual as well as group search which includes cognitive component as well as social component. In this method, the best of the each particle is the list of the non-dominated solutions which is being found in its trajectory. While the pbest is selected for the particle, it is being randomly selected.
Since the author used the ring topology, in this when the best particle is being chosen of the neighborhood the solutions present in pbest lists are compared and the non-dominant solution of the neighborhood is chosen. However, the authors haven’t adopted any mechanism for diversity maintenance. They also haven’t provided description about the selection of lbest of the particle when more than one non-dominating solution is obtained in the neighborhood.

(2) Ray and Liew proposal swarm metaphor [38]: This algorithm is also based on the Pareto dominance but it also combines particle swarm with evolutionary approach. They use crowding method to maintain diversity and multi-level sieve to handle constraints. In this the same constraints and objective functions are used which they had used in their previous paper [38].

The approach also uses nearest neighbor density estimator for the promotion of the diversity. For this, they adopted roulette selection scheme of leaders on the problem values. Therefore, the set of leaders computed by the authors is being grouped as external archive.

(3) Parsopoulos and Vrahatis Algorithm [32]: In this algorithm author uses the aggregating approach to handle multi-objective function using particle swarm. The uses basically three types of aggregating function such as:

(1) Conventional linear aggregating function: In this function uses weights whose values are fixed during the run.

(2) Dynamic aggregating function: In this function, the weights used are changed gradually during the run.

(3) Bang-bang weighted aggregation function: In this function, the weights used are changed abruptly during the run.

In the all cases, the author uses the fully connected topology and in that way concave portion of the Pareto front is being generated.

The author studied about the parallel version of the Vector Evaluated Particle Swarm (VEPSO) method [55] for optimization of multi objectives. VEPSO is the one of the variant of PSO being developed on the inspiration of Vector Evaluated Genetic algorithm (VEGA) [56, 57]. In method, only one objective function of the problem for the swarm is computed under consideration and this information is being exchanged to the other swarms using their best experiences as gbest. The author defines that this approach leads to pareto-optimal solutions.

(4) Hu and Eberhart proposed Dynamic Neighborhood PSO [69]: In this algorithm, single objective is optimized at a time using simple scheme similar to lexicographic ordering [34]. It tends to be beneficial when there are only few function say two or three and it may also be sensitive towards ordering of objective function.

Hu [69]: The approach proposed is the extension of dynamic neighborhood PSO. As author uses the secondary population for solving the problem but this approach fails to produce true pareto-front for some multi-objective problem. The author makes their results to compared with strength Pareto evolutionary algorithm [37] using the set coverage metric [36].

(5) Fieldsend and Singh Approach [35]: They proposed an approach in which author used unconstrained elite archive where the special data structure is adopted called as “dominated tree” to store non-dominant individual being found during search process. The archive makes an interaction for the selection of leaders with the primary population. The selection criteria for the selection of gbest of the particle are being defined by the dominated tree.

Firstly, a composite point is being located on the tree on the basis of dominance relations and then the member closet to the point in the objective function space is declared as leader. While on the other hand, the personal best set is being maintained for each member and the selection is uniformly performed. The approach also uses turbulence operator that acts over the velocity value used by PSO. But this approach faces the multi frontal problems.

(6) Mostaghim and Teich [62]: The author proposed sigma method in which best local guides is being adopted by each particle to improvise convergence and diversity of PSO. This approach is being found similar to compromise programming [13]. For the selection of the leader the sigma value is being assigned to the each particle of the external archive. Particle in the swarm selects its leader to the particle whose value is close to the sigma value of the particle from external archive. They also uses turbulence operator which is being applied over decision variable space. The usage of sigma values increases the pressure of selection in PSO which causes the premature convergence. This method is being applied to the molecular force field parameterization problem [39].

In their further work, Mostaghim and Teich [65] discussed about the influence of ϵ-dominance on the multi-objective problems. ϵ-dominance is being compared with techniques existing for fixation of the external archive and the solution is being compared in terms of time of computation, convergence and diversity. The results obtained by the author describes that ϵ-dominance mechanism can find the solution faster than the clustering techniques with comparable convergence and diversity.

The author proposed a new density measure is inspired from their previous work [62]. Based on the idea that initial external archive from which the particles make the selection of leader has effect on the diversity of solution, therefore the author propose the new mechanism which provide successive improvements in external archive of the solution.

Mostaghim and Teich [58] proposed another method called as coveringMOPSO (cvMOPSO). It works on the above discussed idea. It works in two phases. In phase 1, MOPSO algorithm executes with the restricted size of external archive to find good approximation of the Pareto front. In the phase 2, the solution computed in phase 1 act as an input to the external archive to cvMOPSO. The particles in cvMOPSO are divided into sub-swarms around each non-dominated solution after the first generation. The task of these sub-swarms is to cover the gaps being present in the non-dominated solution obtained from the phase 1. In phase 2, no restrictions are imposed on the size of the external archive.

(7) Li [40]: The author proposed on approach where PSO is being combined with main method of NSGA II [40]. It uses the fully connected topology. In this method, once the position of the particle updated rather than being comparing the new position only against the pbest
position of the particle. All pbest positions of the swarm and all the new positions obtained recently combined in one set say as 2N where N is the number of the swarms. The method selects the best solution among them to conform the next swarm this is being performed by the means of non-dominated sorting. The author hasn’t specified the values that are assigned to the velocity of pbest positions to consider them as particles. The approach selects leaders randomly from set of leader being stored in external archive from the best of them on the basis of the two mechanisms, namely niche count and nearest neighbor density estimator. The author uses a mutation operator which is applied at every step of iteration to the particle with either smallest density estimator value or the largest niche count value.

In further work, the author proposed the maximinPSO, which uses fitness function which is being derived from the maximin strategy defined by Balling [68] to determine the Pareto dominance. The author shows advantage to this approach that it doesn’t need additional clustering or niching techniques. Since the maximin function only is incapable to define that solution is dominant or non-dominant but if it is clustered with other solution i.e. the method also provide diversity information. In this mechanism, each particle, different leader is selected for each of the decision variables to conform a single global best. Leaders are randomly selected on the basis of maximin fitness from the external archive.

### B. Approaches of MOPSO

Several MOPSO approaches been proposed in many literature. Therefore, in this section some of the common approaches are explained below:

1. Weighted objective function aggregation approach
2. Lexicographic ordering approach
3. Pareto based approach
4. Combined approach

**Weighted objective function aggregation approach:** In MOOP, the approach proposed by Petropoulos and Vrahatis [32]. The author uses a weighted sum of the objective, being shown in given Equation:

\[
f(x) = \sum_{i=1}^{k} w_if_i(x)
\]

where \( i = 1, 2, \ldots k \) and \( w_i \) is non-negative weight which can be represented as:

\[
\sum_{i=1}^{k} w_i = 1
\]

The function weight can either be fixed or dynamic during the process of optimization. In case of fixed weights conventional weighted aggregation is used. In this method, for each run of optimization pareto-optimal solution is obtained. Therefore, to choose weight according to objective function it requires pre-known knowledge about search space [33].

Most of the time during process of optimization set of pareto-optimal solutions has to be obtained. Thus, this method is not efficient because of heavy computation of optimization and also because of inability to find solution in concave regions [34]. To overcome the defined problem, two methods have been proposed namely, Bang-Bang weighted aggregation (BWA) and Dynamic weighted aggregation (DWA).

In BWA, weights of bi-objective function are modified during optimization process as shown in Equation given below:

\[
w_1(t) = \text{sign}(\sin(2\Pi t / f_w)) \quad (17)
\]

\[
w_2(t) = 1 - w_1(t) \quad (18)
\]

where, \( f_w \) and \( t \) are weight change frequency and iteration index respectively. The sign function heretically changes the weight of the objective function. On the other hand, DWA provides alternative weight modification method. It allows changing of weight in slow manner. It tries to move closer to true pareto-optimal front. The weight is being modified according to the equations shown below:

\[
w_1(t) = |\sin(2\Pi t / f_w)| \quad (19)
\]

\[
w_2(t) = 1 - w_1(t) \quad (20)
\]

However, the performance of BWA and DWA is equal for concave front but for convex pareto-front BWA is better.

Lexicographic ordering approach: Lexicographic ordering method is based on ranking system. Each objective function is being ranked by the user according to their importance. Then their optimization begins in serial manner. Suppose \( f_i(x) \) be \( i^{th} \) ranked function where \( i = 1, 2 \ldots n \) which indicates the rank of the objective functions. \( f_1(x) \) and \( f_n(x) \) defines the most important and least important objective function respectively [34]. In optimization process, firstly function \( f_1(x) \) is formulated either to minimizes or maximizes the function and solution \( x_1^* \) is obtained. These procedures are continued till last objective function. Hence problem can be formulated as [Carlos A. Coello Coello 1999]:

Minimize \( f_i(x) \) \quad (21)

Subject to \( g_j(x) \leq 0; j = 1, 2 \ldots m \) \quad (22)

\[
f_k(x) = f_k^* \quad k = 1, 2 \ldots i-1 \quad (23)
\]

\( x_k^* \) is the solution to last objective function and that is the desired solution to the defined problem.

Pareto based approaches: Pareto based approaches are based on pareto-dominance i.e. it uses the concept of leader selection. The leader guides the swarm during search. As we have learned in above section that all non-dominant solution are equally good. Thus, several techniques have being proposed for leader selection in literature. Some addition criteria can also be added so as to avoid random search and fast convergence and pareto-front spread, swarm diversity and exchange of information being given by density estimator. Some of the proposed methods have been categorized in Table III for leader selection on pareto-based approach.

Other approaches also proposed some methods with selection of leader, external archive and neighborhood topologies are discussed in Table IV:
TABLE III. LEADER SELECTION TECHNIQUES IN PARETO BASED APPROACHES [67]

<table>
<thead>
<tr>
<th>S.N.</th>
<th>Leader Selection Techniques</th>
<th>External Archive</th>
<th>Proposed by (used fully connected neighbourhood topology)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.</td>
<td>Dominance</td>
<td>Yes</td>
<td>Fieldsend and Singh [35]</td>
</tr>
<tr>
<td></td>
<td></td>
<td>No</td>
<td>Srinivasan and Hou [36]</td>
</tr>
<tr>
<td>2.</td>
<td>Density Estimator</td>
<td>Yes</td>
<td>Ray and Liew [38]</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Yes</td>
<td>Coello et al. [55]</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Yes</td>
<td>Bartz et al. [39]</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Yes</td>
<td>Li [40]</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Yes</td>
<td>Reyes and Coello [41]</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Yes</td>
<td>Raquel and Naval [42]</td>
</tr>
<tr>
<td>3.</td>
<td>Randomly</td>
<td>No</td>
<td>Toscano and Coello [43]</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Yes</td>
<td>Janson and Merkle [44]</td>
</tr>
<tr>
<td>4.</td>
<td>Niche Count</td>
<td>Yes</td>
<td>Srinivasan and Hou [36]</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Yes</td>
<td>Li [40]</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Yes</td>
<td>Salazar-Lechuga and Rowe [45]</td>
</tr>
<tr>
<td>5.</td>
<td>Sigma Value</td>
<td>Yes</td>
<td>Mostaghim and Teich [46, 47, 48]</td>
</tr>
<tr>
<td>6.</td>
<td>Fuzzy Membership</td>
<td>Yes</td>
<td>Zhao and Cao [49]</td>
</tr>
<tr>
<td>7.</td>
<td>Stripes</td>
<td>Yes</td>
<td>Vallalabos-Arias et al. [50]</td>
</tr>
</tbody>
</table>

TABLE IV. LEADER SELECTION TECHNIQUES IN OTHER APPROACHES [67]

<table>
<thead>
<tr>
<th>S.N.</th>
<th>Leader Selection Techniques</th>
<th>External Archive</th>
<th>Proposed by (used fully connected neighbourhood topology)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.</td>
<td>Single Objective</td>
<td>No</td>
<td>Mahfouf et al. [51]</td>
</tr>
<tr>
<td>2.</td>
<td>Energy value</td>
<td>Yes</td>
<td>Xiao-Hua et al. [52]</td>
</tr>
<tr>
<td>3.</td>
<td>Maximum fitness</td>
<td>Yes</td>
<td>Li [53]</td>
</tr>
<tr>
<td>4.</td>
<td>Composite leader</td>
<td>No</td>
<td>Zhang et al. [54]</td>
</tr>
</tbody>
</table>

V. FUTURE RESEARCH SCOPE

It can be observed that during last decade, this area is highly developed but still provide large scope to find direction of research. Therefore, some of the scope for future being discussed here:

1. In weighted objective function aggregation approach, the function weight is dependent on the user, thus it is essential to address function weight according to problem characteristics.

2. In lexicographic ordering, function being ranked on their performance basis. Thus, to rank the objective function it requires higher knowledge about the problem. Therefore, some any other parameter can be found to rank function on basis of problem characteristics.

3. In pareto-based method, it includes three steps. Firstly, leader selection, secondly, diversity promotion and thirdly, archive maintenance. Thus, these three of them form a great scope to find new parameters through which true pareto-optimal front is obtained efficiently and also need less computational. Thus, MOPSO can also be further extended to non-pareto algorithm which includes direction for exchange of information as well as for frequency.

VI. CONCLUSION

The paper basically discussed about Multi-objective particle swarm optimization. It also includes the concepts and functionality of Particle swarm optimization and Multi-objective optimization problems. Finally, issues and work related to MOPSO is being discussed. It also described the methods to extend particle swarm optimization for multi-objective problem. Some common approaches of multi-objective particle swarm optimization also being described. And finally, some of the future directions for research in multi-objective particle swarm optimization are addressed briefly.
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