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Abstract  
 

Video  and  image  processing  has  been  used  for  

traffic  surveillance,  analysis  and  monitoring  of  

traffic conditions in many cities and urban areas.[5] 

This paper aims to present another approach to 

estimate the vehicles velocity. This work requires  a  

video  scene, comprising  the  following  components:  

moving  vehicle  starting reference  point  and  end  

point  of  reference. A  chip  dedicated  digital signal  

processing  techniques  used  to  exploit  image  

processing computationally  more  economical  video  

sequence  captured  by  the video camera fixed position 

to estimate the speed of moving vehicles are  moving  

vehicles  detected  by  analyzing  the  sequences  of  

binary images which are constructed from the captured 

frames by employing the  difference  in  interface  or  

background  subtraction  algorithm.  The system is 

designed to detect the position of the moving vehicle  at  

the  scene  and  the  position  of  the  reference  points  

and calculate the speed of each frame of the static 

image detected positions[1]. 

 

1. Introduction  
Various methods for speed estimation are proposed 

in recent years. All approaches attempt to increase 

accuracy and decrease cost of hardware   

implementation. Method of speed estimation is 

categorized into two classes. First, Active Method: The 

most popular methods include using RADAR and 

LIDAR devices to detect the speed of a   vehicle. 

RADAR devices bounce a radio signal off to a moving 

vehicle, and the reflected signal is picked up by a 

receiver. The traffic radar receiver then measures the 

frequency difference between the original and reflected 

signals, and converts it into the speed of the moving 

vehicle. A LIDAR device times how long it takes a 

light pulse to travel from the LIDAR gun to the vehicle 

and back. Based on this information, LIDAR can 

quickly find the distance between the gun and the 

vehicle. By making several measurements and 

comparing the distance the vehicle travelled between 

measurements, LIDAR can determine the vehicle's 

speed accurately. Second, Passive Method [6,7,8]: In 

these Methods, speed information, is extracted from 

sequence of real-time traffic images, taken from 

passive camera. Moving edge is extracted and 

processed the resulting edge information to obtain 

quantitative geometric measurements of vehicles. 

Image processing  techniques  to  lower  computational  

cost  are  adopted and  developed  for  vehicle  

detection  and  tracking.  Image processing  is  the  

technology,  which  is  based  on software component  

that  does  not  require  special  hardware.  a  video 

recording  device  and  a  computer typical  normal  [9]  

which  can create  a  speed  detection  device.  Using 

the theory of basic scientific rate, we can calculate the 

speed of a vehicle moving in the video scene from the 

distance and the time known that the vehicle has moved 

beyond.[2] 

 

2. Binary Image Generation 
The speed measurement is performed in binary 

image domain, i.e., each pixel is transformed into either 

“1” or “0” according to its motion information. To 

binarize the incoming input image and only detect the 

moving pixels, two different techniques are used: (1) 

Background subtraction (2) Inter frame difference.[1] 

 

2.1. Background subtraction 

Identifying moving objects from a video sequence is 

a fundamental and critical task in video surveillance, 

traffic monitoring and analysis, human detection and 

tracking, and gesture recognition in human-machine 

interface. A common approach to identifying the 

moving objects is background subtraction, where each 

video frame is compared against a reference or 

background model. Pixels in the current frame that 

deviate significantly from the background are 

considered to be moving objects. These “foreground" 

pixels are further processed for object localization and 

tracking. Since background subtraction is often the first 
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step in many computer vision applications, it is 

important that the extracted foreground pixels 

accurately correspond to the moving objects of interest. 

Even though many background subtraction algorithms 

have been proposed in the literature, the problem of 

identifying moving objects in complex environment is 

still far from being completely solved.[3] 

 

 

 
Figure 1 Flow diagram of a generic background 

subtraction algorithm. 

 
2.1.1. Pre processing 

In most computer vision systems, simple temporal 

and/or spatial smoothing are used in the early stage of 

processing to reduce camera noise. Smoothing can also 

be used to remove transient environmental noise such 

as rain and snow captured in outdoor camera. F or real-

time systems, frame-size and frame-rate reduction are 

commonly used to reduce the data processing rate. If 

the camera is moving or multiple cameras are used at 

different locations, image registration between 

successive frames or among different cameras is 

needed before background modelling [10,11].Another 

key issue in pre-processing is the data format used by 

the particular background subtraction algorithm.[3] 

 
2.1.2. Background Modelling 

Background modelling is at the heart of any 

background subtraction algorithm. Much research has 

been devoted to developing a background model that is 

robust against environmental changes in the 

background, but sensitive enough to identify all moving 

objects of interest. We classify background modelling 

techniques into two broad categories {non-recursive 

and recursive.[3] 

 
2.1.3. Foreground Detection 

Foreground detection compares the input video 

frame with the background model, and identies 

candidate foreground pixels from the input frame.[3] 

 

2.1.4. Data Validation 

We define data validation as the process of 

improving the candidate foreground mask based on 

information obtained from outside the background 

model. All the background models in have three main 

limitations: first, they ignore any correlation between 

neighbouring pixels; second, the rate of adaption may 

not match the moving speed of the foreground objects; 

and third, non-stationary pixels from moving leaves or 

shadow cast by moving objects are easily mistaken as 

true foreground objects.[3] 

 
2.2. Inter frame difference 

Fundamental logic for detecting moving objects 

from the difference between the current frame and a 

reference frame, called “background image” and this 

method is known as FRAME DIFFERENCE 

METHOD. Frame difference: 

 

| Framei–framesi-1| > Th 

 

The estimated background is just the previous frame. It 

evidently works only in particular conditions of 

objects‟ speed and frame rate. Very sensitive to the 

threshold Th. 

 

3. Speed Detection 
The  speed  of  the  vehicle  in  each  frame  is  

calculated  using  the position of the vehicle in each 

frame, so the next step is to find  the  spots  Bounding, 

and  the  centre  of  gravity.  Bubble  centroid  distance  

is  important  to  understand  the  moving  vehicle  in 

consecutive frames and therefore is known as the frame 

rate for motion  capture,  the  speed  calculation  

becomes  possible.  This information  must  be  

recorded  in  a  continuous  array  cell  in  the same  

size  as  the  camera  image  captured  because  the  

distance travelled  by  the  centroid  is  needed  is  a  

pixel  with  a  specific coordinate on the image to 

determine the vehicle speed .[1] To find the  distance  

travelled  by  the  pixel,  suppose  the  pixel  has  the 

coordinate as: 

 
3.1. Speed Violated vehicle Detection Using 

shrinking algorithm 

The  speed  estimation  process  is  related  with  the 

tracking  objects[5] in binary difference image       

                     The  tracking  and  speed 

estimation using      consists of the following steps.[1] 

 
Step: 1 Use the binary image      and segment it into 

groups of moving objects using the 

aforementioned shrinking algorithm to 

create   ‟s over region  . 

Step: 2 Track   each     in  consecutive  frames  and  

find  its spatial bounding  box  coordinates,  
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i.e.,  upper left  side coordinate of the spatial 

bounding box(     ) at time instant t. 

Step: 3 Trigger  the  timing    when  the  object  passes  

the  first imaginary  line  located  at,     i.e., 

       and  record its upper left side 

coordinate of the spatial bounding box, i.e., 

(       ). 

Step: 4 Trigger  the  timing    when  the  object  passes  

the  first imaginary  line  located  at,     i.e., 

       and  record its upper left side 

coordinate of the spatial bounding box, i.e., 

(       ). 

Step: 5   
  
  

        
     

 
Step: 6 If  the  speed  V  is  lower  than  the  speed  

limit,  then discard the object and go to step 1. 

Step:7 Extract the license plate using colour 

information. 

Step: 8 Transmit the extracted license plate image to 

the Authorized remote station. 

Step: 9 Go to step (1). 

 

 

Figure 2 Configuration for the speed measurement 

of a moving vehicle 

 

 

 

 

 

 

4. Result 

 

 
 

Figure 3 RGB image 

 

 
Figure 4 Background frame 

 

 
 

Figure 5 Greyscale image 
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Figure 6 Binary Image 

 

Vchile 

Number 

True 

Speed 

(km/h) 

Estimated 

Speed 

(km/h) 

Error 

(km/h) 

1 60.60 60.72 0.12 

2 72.80 73.58 0.78 

3 64.60 65.76 1.16 

4 73.30 74.10 0.80 

5 63.20 63.64 0.44 

 

Table1.Vehicle Speed detection using Shrinking 

algorithm 

 

5. Conclusion 
In this paper, we have presented the speeding vehicles 

are detected using image processing techniques on the 

sequence of  input  images  captured  by  the  video  

camera  fixed position.  Image processing techniques 

are developed computationally economical and used to 

reduce energy consumption. And detected  and  tracked  

vehicles  at  high speed  consecutive sequences  of  

image  of  the  vehicle. The accuracy of the system 

proposed in the speed measurement is comparable to 

the actual speed of the moving vehicles. The best 

results are obtained in shrinking algorithm. 
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