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Abstract

Summarization system consists of reducing a text document into a short set of words or paragraph that conveys the key meaning of the text. The observable fact of information overload means that access to coherent and correctly-developed summaries is essential. Text summarization is the most challenging task in information retrieval systems. Data reduction helps user to find required information quickly without wasting time and effort in reading the whole document.

1. Introduction

Automated information retrieval systems are used to reduce "Information Overload". Information overload refers to the difficulty a person can have understanding an issue & making decisions that can be caused by presence of too much information. Web Search Engines are the most noticeable IR applications. An information retrieval process begins when a user enters a query into the system. Now a days, it is very common that a keyword-based search on the internet returns hundreds, or even thousands of hits, by which the user is often confused. The problem is the lack of an efficient and effective method to find the required information. Therefore, there is an increasing need of new technologies that can help the user to go through large volumes of information & to quickly identify the most relevant documents as well as absorbing a large quantity of relevant information. It is very difficult for human beings to manually summarize large documents of text. Research in automatic text summarization has received considerable attention in the past few years due to the exponential growth in the quantity & complexity of information sources on the internet.

Automatic summarization is the creation of short version of text by computer program. The product of this procedure still contains the most important points of the original document. Most important advantage of using a summary is its reduced reading time & the link between a text element in the summary & its position in the original document can be easily established.

Summaries can be indicative or informative. Users can make use of indicative summaries before referring to the source e.g. to judge the relevance of the document. A compact & concise summary enables the user to quickly get a rough idea of the documents content & to efficiently identify the documents that are most relevant to his/her needs. On the other hand, users may use summaries in place of the source text these are informative summaries. Generally, when humans summarize text, we read the entire selection to develop a full understanding, and then write a summary highlighting its main points. Since computers do not yet have the language capabilities of humans, alternative methods must be considered. In the practice of automatic text summarization, selection-based approach has so far been the dominant strategy. In this approach, summaries are formulated by extracting key text segments i.e. sentences or paragraphs from the text, based on statistical analysis of individual or mixed surface level features such as word/phrase frequency and location etc. to locate the sentences to be extracted. The “most important” content is treated as the “most frequent” or the “most favorably positioned” content. Such an approach thus avoids any efforts on deep text understanding. Text summarization tends to be an important task in content extraction during web mining. Such summarizations are divided into two main categories – Extractive & Abstractive.
Extractive methods work by selecting a subset of existing words, phrases, or sentences in the original text to form the summary. In contrast, abstractive methods build a natural semantic representation and then use natural language generation techniques to create a summary that is closer to what a human might generate. Such a summary might contain words not explicitly present in the original document.[1] The state-of-the-art abstractive methods are still quite weak, so most research has focused on extractive methods, and this is what we will cover.

Extractive techniques merely copy the information deemed most important by the system to the summary e.g., key clauses, sentences or paragraphs, while abstraction involves paraphrasing sections of the source document.

In case of abstraction techniques, programs that can do this are harder to develop as they require the use of natural language generation technology, which itself is a growing field.

A good summary system should extract the diverse topics of the document while keeping redundancy to a minimum. Microsoft Word’s AutoSummarize function is a simple example of text summarization. Many text summarization tools allow the user to choose the percentage of the total text they want extracted as a summary.

Summary generation by an automatic procedure has advantages as: (i) reduced reading time. (ii) the size of the summary can be controlled (iii) its content is deterministic and (iv) the link between a text element in the summary and its position in the original text can be easily established.

With large texts, text summarization software processes and summarizes the document in the time probably it would take the user to read the first paragraph. The challenge is that, although computers are able to identify people, places, and time, it is still difficult to teach software to analyze semantics and to interpret meaning. Producing abstractive summary is very difficult at present. It may take some time to reach a level where machines can fully understand documents. An extractive summary, in contrast, is composed with a selection of important sentences from the original text. Extractive text summarization process can be divided into two steps: 1) Pre Processing step and 2) Processing step. Pre Processing is structured representation of the original text. In Processing step, features influencing the relevance of sentences are decided and calculated and then weights are assigned to these features using weight learning method. Final score of each sentence is determined using Feature-weight equation. Top ranked sentences are selected for final summary.

2. Literature Review

2.1. Query based extractive text summarization

In query based text summarization system, the sentences in a given document are scored based on the frequency counts of terms (words or phrases). The sentences containing the query phrases are given higher scores than the ones containing single query words. Then, the sentences with highest scores are incorporated into the output summary together with their structural context. [2][3]

2.2. Graph theoretic approach:

After the common pre-processing steps, namely, stop word removal and stemming, sentences in the documents are represented as nodes in an undirected graph. There is a node for every sentence. Two sentences are connected with an edge if the two sentences share some common words, or in other words, their (cosine, or such) similarity is above some threshold. This representation yields two results: The partitions contained in the graph (that is those sub-graphs that are unconnected to the other sub graphs), form distinct topics covered in the documents. This allows a choice of coverage in the summary. Query-specific summaries, sentences may be selected only from the pertinent sub graph, while for generic summaries, representative sentences may be chosen from each of the sub-graphs. The second result yielded by the graph-theoretic method is the identification of the important sentences in the document. The nodes with high cardinality (number of edges connected to that node), are the important sentences in the partition, and hence carry higher preference to be included in the summary.[4][5]

2.3 Automatic text summarization based on fuzzy logic:

This method considers each characteristic of a text such as sentence length, similarity to little, similarity to key word and etc. as the input of fuzzy system. Then, it enters all the rules needed for summarization, in the knowledge base of system. Then, a value from zero to one is obtained for each sentence in the output based on sentence
characteristics and the available rules in the knowledge base. The obtained value in the output determines the degree of the importance of the sentence in the final summary. The input membership function for each feature is divided into three membership functions which are composed of insignificant values (low L), very low (VL), medium (M), significant values (High h) and very high (VH). The important sentences are extracted using IF-THEN rules according to the feature criteria.

Fuzzy logic system design usually implicates selecting fuzzy rules and membership function. The selection of fuzzy rules and membership functions directly affect the performance of the fuzzy logic system. The fuzzy logic system consists of four components: fuzzifier, inference engine, defuzzifier, and the fuzzy knowledge base. In the fuzzifier, crisp inputs are translated into linguistic values using a membership function to be used to the input linguistic variables. After fuzzification, the inference engine refers to the rule base containing fuzzy IF-THEN rules to derive the linguistic values. In the last step, the output linguistic variables from the inference are converted to the final crisp values by the defuzzifier using membership function for representing the final sentence score.[6][7]

2.4 Cluster based method:
Documents are represented using term frequency- inverse document frequency (TF-IDF) of scores of words. Term frequency used in this context is the average number of occurrences (per document) over the cluster. IDF value is computed based on the entire corpus. The summarizer takes already clustered documents as input. Each cluster is considered a theme. The theme is represented by words with top ranking term frequency, inverse document frequency (TF-IDF) scores in that cluster. Sentence selection is based on similarity of the sentences to the theme of the cluster Ci. The next factor that is considered for sentence selection is the location of the sentence in the document. In the context of newswire articles, the closer to the beginning a sentence appears, the higher its weightage for inclusion in summary. The last factor that increases the score of a sentence is its similarity to the first sentence in the document to which it belongs. Once the documents are clustered, sentence selection from within the cluster to form its summary is local to the documents in the cluster. [8]

2.5 Text summarization with neural networks
This method involves training the neural networks to learn the types of sentences that should be included in the summary. This is accomplished by training the network with sentences in several test paragraphs where each sentence is identified as to whether it should be included in the summary or not. This is done by a human reader. The neural network learns the patterns inherent in sentences that should be included in the summary and those that should not be included. [9]
### 3. Comparison between technologies:
The Extractive Techniques for Text Summarization are compared as shown in the table:

<table>
<thead>
<tr>
<th>Sr. No.</th>
<th>Cluster Based method</th>
<th>Graph Based Approach</th>
<th>Fuzzy Logic</th>
<th>Genetic Algorithm</th>
<th>Query Based Summarizer</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.</td>
<td>In clustering, the sentences are grouped into clusters. In clustering based summarization, performance heavily depends on 3 important factors: Clustering sentences, cluster ordering, &amp; selection of representative sentences from the clusters.</td>
<td>Each Node is a sentence. An edge exists between two nodes if their similarity is above a threshold.</td>
<td>It is reasoning with uncertainty. i.e. instead of 2 valued logic(true &amp; false), there are multiple values (true, false, maybe)</td>
<td>This is an example of evolutionary computing methods &amp; is optimization-type algorithm.</td>
<td>Generic Summaries can be constructed solely from the content in the original text (static summary). In contrast to this, Summaries should be dynamic, reflecting the user’s interest.</td>
</tr>
<tr>
<td>2.</td>
<td>Set of sentences. Set of sentences with their links to other sentences</td>
<td>The features are extracted &amp; feature score is given as input to Fuzzifier.</td>
<td></td>
<td>Initial population is a set of initial chromosomes which are randomly generated within a generation. A chromosome is represented as a weighted combination of all features such as: W1 - - - Wn</td>
<td>Set of sentences.</td>
</tr>
<tr>
<td>3.</td>
<td>The groups are not predefined. Instead the grouping is accomplished by finding similarities between sentences according to characteristics found.</td>
<td>Based on nodes subgraphs will be created depending on the weights attached to neighborhood nodes.</td>
<td>It uses rules &amp; membership functions to estimate a continuous function.</td>
<td>A fitness function is used to determine the best individuals in the population</td>
<td>Vector Space Model is used. Clustering can be used to group similar sentences.</td>
</tr>
<tr>
<td>4.</td>
<td>Can’t say about redundancy. Can’t say about redundancy.</td>
<td>Nothing special is done to reduce redundancy.</td>
<td>Nothing special is done to reduce redundancy.</td>
<td>Redundancy can be reduced by grouping similar sentences &amp; then best sentences are picked from each group to generate summary.</td>
<td></td>
</tr>
</tbody>
</table>
“A good summarizer system should extract the information from document while keeping redundancy to a minimum.” So we propose a Query based summarizer technique with some improvement.

4. Methodology:

After studying the methods explained in previous section a need was found that the query based summarizer technique would perform better when multiple new queries were generated by selecting new words from the corpus. This could be done in generations instead of single iteration. This discussion shows that the modified method that we propose for query based summarizer technique strongly recommends that an evolutionary computational method can be used to develop a better result.

A recommended method is suggested in the steps of the algorithm given below:

4.1. Algorithm:

1. Calculate similarity of sentences present in documents with user query.
2. Group similar sentences.
3. Calculate sentence score.
4. Compute the word weight of Wi words appearing in a document
5. Compute the Sentence score and Location score.
6. Calculate the score of each group.
7. Arrange the groups in ascending order depending on their group scores.
8. From the best groups, pick the best scored sentences and put it in summary.
   Here the summary is generated.
9. Form the new query by selecting set of words related to the original query from the corpus.
10. Use new query for summarization & repeat the above steps.

For the application of an evolutionary algorithm after step 5 the basic population can be formed & based upon the features of the words the genes & chromosomes can be formed. Considering the score function as a fitness function & using appropriate evolutionary computational operators better summarized sentences can be achieved.

5. Conclusion

We propose a modified approach for query-based summarizer. We extend the approach by using evolutionary computation to generate robust sentences. In future, we would like to improve the system by adding sentence simplification techniques to construct a summary. We can add sentence simplification feature to simplify the complex and very large sentences.
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