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this context, good routingdan
scheduling algorithms are needed to dynamicallypcatie
wireless resources to maximize the network throughp

Abstract—Back-pressure-type algorithms have recently

received much attention for jointly routing and edbling over
multi-hop wireless networks. However, this approdws a
significant weakness in routing because the tramhti back
pressure algorithm explores and exploits all fdasimaths
between each source and destination. While thisnsite
exploration is essential in order to maintain digbivhen the
network is heavily loaded, under light or moder&iads,
packets may be sent over unnecessarily long roates,the
algorithm could be very inefficient in terms of etwdend
delay and routing convergence times. This papepgses a
new routing/scheduling back-pressure algorithm tiatonly
guarantees network stability (throughput optimaJityut also
adaptively selects a set of optimal routes basedhortest-

region. To address this, throughput-optimall rautiand
scheduling, first developed in the seminal work2)f has for

a comprehensive survey. While these algorithms be
extensively studied [3]-[14].We refer to [15] and6]
maximize the network throughput region, additioisdues
need to be considered for practical deployment.

With the significant increase of real-tirmaffic, end-to-
end delay becomes very important in network alborit
design. The traditional back-pressure algorithnbibzs the
network by exploiting all possible paths betweemurse—
destination pairs (thus load balancing over thg&enetwork).

path information in order to minimize average path lengthsynhile this might be needed in a heavily loaded oekwthis

between each source and destination pair. Ourtseisulicate
that under the traditional back-pressure algorittira, end-to-
end packet delay first decreases and then increasea
function of the network load (arrival rate). Thigsrising low-
load behavior is explained due to the fact thattthditional
back-pressure algorithm exploits all paths (inahgdvery long
ones) even when the traffic load is light. On thkeo-hand,
the proposed algorithm adaptively selects a setootes
according to the traffic load so that long paths ased only
when necessary, thus resulting in much smafd-to-end
packet delays as compared to the traditional baekspre
algorithm.

seems unnecessary in a light or moderate load esgim
Exploring all paths is in fact detrimental—it leatts packets
traversing excessively long paths between sourced a
destinations, leading to large end-to-end packietyde

This paper proposes a new routing/scheduldack-
pressure algorithm that minimizes the path lendibsveen
sources and destinations while simultaneously bewerall
throughput-optimal. The proposed algorithm resiuitsnuch
smaller end-to-end packet delay as compared ttradéional
back-pressure algorithm.

We define a flow using its source and dedion. Let f

Index Terms—Back-pressure routing,shortest path routinggenote a flow in network, denote the set of allvBoin the

throughput-optimal.

[. INTRODUCTION

ue to the scarcity of wireless bandwidth resourdess
important to efficiently utilize resources to suppdigh
throughput, high-quality communications over mblbip

network, F an<yr [£] denote the number of packets
generated by flow at time . We first consider tlasec where
each flow associates with a hop const Iy The routing
and scheduling algorithm needs to guarantee tlapétkets
from flow f are delivered in no more tr #7 . hops. Note that
this hop constraint is closely related to the eméd
propagation delay. For this problem, we proposéartest-
path-aided back-pressure algorithm that exploiés ghortest-
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path information to guarantee the hop constraind @
throughput-optimal; i.e., if there exists a routsaneduling
algorithm that can support the traffic with the egiv hop
constraints, then the shortest-path-aided backsprescan
support the traffic as well.
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Fig.1. Back pressure via our joint traffic spligiand shortest-
path-aided back pressure

Fig.1 illustrates the average end-to-end delay®utite back-
pressure algorithm and the proposed algorithm udidfarent
traffic loads. The network used in the simulatieraigrid-like

network with 64 nodes and 8 data flows .We have tw~

observations.
1) Under the back-pressure algorithm, surprisintig, delay

first decreases and then increases as the traffit increases.

The second part is easy to understand: The queuikss Up
when the traffic load increases, which increases gheuing
delays. The first part is because the back-presasigaithm
uses all paths even when the traffic load is liffor. example,
in a light traffic regime, using shortest pathssigficient to
support the traffic flows. However, under the backssure
algorithm, long paths and paths with loops are alsed.
Furthermore, the lighter the traffic load, the mdoeps are
involved in the route. Hence, the end-to-end deddgrge.

2) In the proposed algorithm, the set of routesduge
intelligently selected according to the traffic doso that long
paths are used only when necessary .We can seanttiat the
proposed algorithm, not only is the delay signifityareduced,
but also the delay monotonically increases with tiadfic
load.
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We would like to emphasize that under the psepol
algorithm, the delay improvement is achieved withlmsing
the throughput-optimality. The proposed algorithen still
throughput-optimal, but yields much smaller encetwt delays
as compared to the traditional back-pressure algori

[I. MATHEMATICAL MODELS

We describe in this section mathematical @mdwhich
were built to represent a task allocation framewqurallel
applications with security constraints.

A. Network Model

Consider a network represented by a glgl = (N, L).
where N is the set of nodes and L is the set afotid links.
We assume thetV1 = Nand =l = L Dpenote by (m ,n)
the link from node m to node n . Furthermore, # = {/mm}
denote a link-rate vector such th#*G+=.=> is the
transmission rate over link (m ,n). A link-rate tacy is said
Jto be admissible if the link-rates specified by @ancbe
achieved simultaneously. DefI'to be the set of all
admissible link-rate vectors. It is easy to se¢ I adepends
on the choice of interference model and might mo&lzonvex
set. FurthermoreI” is time-varying if link-rates are time-
varying. To simplify our notations ,we assume tiimeariant
link-rates in this paper. However ,our results banextended
to time-varying link-rates in a straightforward man.
Furthermore, we assume that there ex#*min and

ftrmaz SUCh that {'min S ,‘l'(m,‘u) S Hmax
(wre,7e) = 4 and all admissible p .

for all

Next, we define a link vector p to be obtaieaif
(S CH(F), where €H (L") denotes the convex hull of
I".Note that an admissible rate-vector is a set tésrat
which the links can transmit simultaneously, whién
obtainable rate-vector is a set of rates that carathieved
including using time sharing. As a simple examptmsider a
network with two nodes {1, 2} and two links {(1,,82, 1)}.
Assume the link capacity is one packet per time fslo both
links, and half-duplex constraint so that only dimk can
transmit at one time. The# = {0-5.0.5}is not an
admissible rate-vector since two links cannot tnaihst the
same time. However, it is obtainable by time stwarin

B. Traffic Model
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For network traffic, we let f denote a flowf)sdenote the
source of the flow, and d(f) the destination d¢fe flow. We
use to F denote the set of all flows in the netwddsume that
time is discredited, and lA#[#1CF = > denote the
number of packets injected by flow at time . Irsthaper, we

assum-~1r[*] is random and independent and identicall

distributed across time sloA £[#1 = 0O,

Ill. THROUGHPUT-OPTIMALROUTING/SCHEDULING
WITH HOPCONSTRAINTS

In this section, we consider the case wherh dw is

associated with a hop constriZ# . Packets of flow f need
to be delivered withi <. hops. We propose a shortest-path

aided back-pressure algorithm, which is througlgpiimal
under hop-constraints. The algorithm is also ading block

for the algorithm to be proposed in Section V, whic

seamlessly integrates the back-pressure and thgéestipath
routing. Next, we characterize the network throughggion
under hop constraints.

A. Network Throughput Region Under Hop Constraints

We denote t;ltb the indicator function with
conditior. ‘I’,i.e.,ltl’ = 1jf condition holds, and
la = O otherwise. Given traffic™ = {Af}rcrand

Ag

hop constrail = {Hy} pep we defin¢

by saying

that (A,H) € Agif there exists such that the following

conditions hold.
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(i) Forany three-tuple {n,d, h} suchthatn #dand N—1 >
h > 0, we have

~{n.d,h} _ ~{t,d,h—1}
Af]s'”?ggf?:f + Z Pimdhy1y = E Pindhy
f m(m,n)el ii(n,i)el
(1)
(i) If h < Hin then
~q{n,d,h} _
ﬂr{m.d,h-l—l} =0 (2)

hare MmN
where H™
7 to node d.

(iii)

is the minimum number of hops from node

{'n'(’" ) } ftmmn)el € CH (F)
where

Z < {n,d,h}
P d,h+1}
dideD

BN =100

ﬁ'( mn) =

and D is the set of all destinations.

a) Condition (i) is the flow-conservation consttaimvhich

states that the number of incoming packets to modéh hop

constraint h is equal to the number of outgoingkpts from

node n with hop constraint h-1. Note that the hopstraint
reduces by one after a packet is sent out by ndaecause it
takes one hop to transmit the packet from node n to

one of its neighbour .We only consider hop constsaup to
N-1 because the longest loop-free path has no thare N-1
hops, and considering only loop-free routes dodschange
the network throughput region.

b) Condition (ii) states that a packet should retiansmitted
from node m to node n if node n cannot deliver plaeket
within the required number of hops.

¢) Condition (iii) is the capacity constraint, whistates that

the rate-vecto #+ should be obtainable.

B. Queue Management

We introduce our queue management scheme IlIReca

min . .
I3 is the minimum number of hops from node m to node

d (or the length of the shortest path from nodedde).Note
thatH:IrI:E»d can be computed in a distributed fashion using

algorithms such as the Bellman—Ford algorithm. Thue
ITi1YL

rm—dfor all destinations
TTLA¥L -
and?Z=dfor n such the<*">" **> = <

assume that node m kno
o = I
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node 2 (H} “““ = 2)

Qy1,4,33=1 @{3,4,33=0

(2{1,4,21=6 > Qa.a.2;=1
_ ] Q{L-].l]»:8 _IQ{3‘4.]}=4
node 1 (HMY, = 1) node 3 (JIJ°" = 1)

T Qa.4,33=0

L Qqa,a,23=0

D Q44,13 =0

- Q{A a,03=0
node 4 (HM™, = 0)

Fig.2.lllustration of queue management and comjmurtatf
back pressure.

We assume node m maintains a separate queoedna V{”qd h}

queue {m ,d ,h}, for those packets required to bkvdred to

node d within h hops. For destination d , node nintams

queues fc o = H™M g, .. .. N —1 where N-1 is a
universal upper bound on the number of hops aloog-free

paths. As an example, consider the directed netsiookvn in

Fig. 2, and assume that D={4} (i.e., there is oripe

destination).Each non destination node maintaingoufhree

gueues (because for this topology, there are no-iee paths
longer than three hops). Node 1 has queues cordsmpto

h=1,2,3, respectively. Node 2 does not have a dpath to

node 4, hence it maintains only two queues cormdipg to

h=2,3. Node 3 maintains three separate queuesspomding

to h=1, 2, 3, in spite of the observation that ¢hisronly one
feasible route from node 3 to node 4.We maintaieseh
additional queues because the global network tggyoi® not

known by individual nodes. Finally, all queues dtet
destination for packets meant to itself are seeto .In Fig. 2,
gueues into which packets potentially arrive arekead in

solid lines, and the “virtual’queues .

C. Queue Dynamics

Let<2¢...-. > [¥1denote the queue length at time slo
=1 denote the service rate allocated tc

t , and-u};;,d,:f}

transmit packets from queue {m ,d, k} to queue{nh¥l over
link (m, n) at time t . Since the packets in quéued ,k} need
to be delivered within k hops, they can be onlyaiied to
gueues {n ,d, h}. For example, packets from queRie4, 3}
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can be transferred to queue {3, 4, 2} or queued{3l}. Thus,
we impose the following constraint on routing: Tgeckets in

queue {m ,d, k} can be only transferred to queugsi,h} for
B << & —

ie.,
fr %;iii‘;}:} [‘t] = O for all i = k.
The dynamics of queue{ n ,d. h}#Hd) is as follows:
Qpnahy [t + 11 = Qpu,anlf] + AftLs(f)=n,d(f)=d, 1 =1
{:L,dh {ixdy1}
+ Z {mdﬁ} Z 'v{udh}[f]
kik—12h lih—121
mi(m,n)EL inn,i)EL
{é,d.0}
Where “{ri.cd. 73 [E] is the actual number of packets

transferred from qclie{u}e {n ,d ,h} to queue {i ,d, dhd is

smaller tha #+{ 1 ety [£] when there are not enough

packets in queue {n ,d ,h}. Defir Gl 1 to be the
unused service. We have
[t] -

{i,d,1} [T] {a,d,i’} [T]

H{n,d,n}
We also define @{nn.nt = Ofor all h, ie., packets
delivered are removed from the network immediately.

{g d,l'}
{u d,h}

D. Shortest-Path-Aided Back-Pressure Algorithm

Recall that we have per-hop queues for eastindgion,
which is different from the back-pressure algoritfim([2].
Thus, we first define the back pressure of link idnunder our
gueue management scheme. We d£7¢-.%%3 [ | the
back pressure between queue {m, d, k}and queueal{rh}
over link (m ,n) , as follows:

{2::32{}“] Q{m djk} [ ] Q{n d h}[t] if h < k—1and
h > Hbn
. P{{;; t; :];[t] = —00 otherwise (note that queve {n,d, k]

does not exist if “““ L > h).

The back pressure of link (m ,n) is defined to be

P(m,n} [{] = max {dnm P{{r::i':}}

[t]qD}
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Considering the example shown in Fig. 1, it barverified
that Fiy9) = 0, Fu) = Quuag) — Qppazy =3 Py =
Q41— Qa0 =8. Pg) = Qqza.2) —Qq3.41) = 5. and
P(:}.4) = Q{:3.4.1} - Q-{4.4._0} =4

Shortest-Path-Aided Back-Pressure Algorithm?2

Consider time slot .

Step 0: The packets injected by flow f are depdsitgo
queut L=CFD- (). H r fmaintained at node s(f) .

Step 1: The network first compute=—L[#Ithat solves the
following optimization problem:

ﬂ* m = dIf I‘%‘{ z I mn) g (myn) [f] 4)
(myn)€L

In this algorithm, we allow the packets in queue {ink} to
be transferred to queues {n, d, h} for any h suwt t< k-1,
which is more general than the algorithm proposedii,
where the packets in queue {m, d, k}can be trartedhibnly to
queue {n, d, k-1] . Where [ is an admissible liate vector

and ¥ “<=-=23 s the rate over link (m ,n) .
Step 2: Consider link(m, n) . ey Bl = O gng

Proceedings of International Conference “ICSEM’13”

an upper bound on the number of hops of loop-frath
Define H such thatH[f|=N-1for all f € F . Then, we can
assume that a flow is always associated with hoystcaintH,
i.e., all loop-free paths are allowed. Note thaisidering only
loop-free paths does not change the network thnouigh
region. Thus, we say A is within the network thrbpgt
region if <% EX) <= NG which is also written as
A= Ao

In this section, we propose an algorithm tksatboth
throughput-optimal and hop-count optimal, i.e., imizing
the average path lengths. Recall that the motimatadevelop
a hop-optimal algorithm is that such an algorithith mot only
minimize the number of transmissions required topsut the
traffic, but also reduce the average end-to-endsiréssion
delay. (As we will later see from simulations, miging hop
count does seem to result in smaller end-to-enalydgl

A. Hop Minimization

Given traffic™ < ‘M | we let<>A denote the set of
routing/scheduling policies that stabilize the ratwv .We

further define“Y.: 7.7 [2] 0 pe the rate at which flow f
delivers packets over paths with exactly h hopeuampolicy P
, which is well defined when the network can bebisitzed.

I v,y = O node m selects a pair of queues, say {nfour objective is to find a polic’ ™ such that

d, k} and {n, d, h}, such that

Q{m,d,r’f} [ﬂ - Q{u,d,h] [ﬂ = P(m,u} [ﬂ

and transfers packets from queue {m, d, k} to qugugl ,h}
at rate J‘f’?na. o] [t] -

The next theorem shows that the shortest-pdéda

backpressure algorithm is throughput-optimal unplerflow
hop constraints, and the proof is presented in AgpeA.

((1 + e)A,H) € Agfor somef > U the network
can be stabilized under the shortest-path-aide&-pagssure
algorithm, and packets delivered are routed ovéhspthat
satisfy corresponding hop constraints .

IV. THROUGHPUT-OPTIMALAND HOP-OPTIMAL
ROUTING/SCHEDULING

In Section Ill, we proposed the shortest-ftted back-
pressure algorithm that is throughput-optimal amogpsrts
per-flow hop constraint .In this section, we cossidhe
scenario where no hop constraint is imposed. RétatlIN-1 is

DY _ . .
P* = arg Juin Z Z hAf pp[oc]. (5)
fEFN-1Z2h>0

B. Dual Decomposition

To solve optimization problem, we defiZre-<t 7 1g pe
the Lagrange multiplier associated with . Then,ocaa obtain

Theorem 1:Given traffic A and hop constraint H such that® partial Lagrange dual function as follows:

hAfn+ Z .-(-}{n,d.h}
{n,d,h}

X (44'111({11@,.’1]) + ﬂm({n,d,h])

L(B)= >

min (
Ayn b RECH(T
{AsnhpeCH(T) FeF Noh>0

_ﬁom.({n-,d,h}))
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We consider a network with 64 nodes as showiriin

where 3.The network consists of four clusters, and eduabter is a
& . Z i d,i—1} 4*4 regular grid with two randomly added links .Two
Hout({n,d,h}) = Hn.d,n} neighboring clusters are connected by two linksteHenly
iy )EL two links are used to connect two clusters insteEddur or
o i a{ndh}
Hin({n,d,h}) = Z Hefin, d,+1} 1) (1,8)
mi(mn)el (remmmniflmnnnnnanennn il mnennad Smemmeemmmmees e
Aiipnany) = 3 Arals(penagy=e-  + 4 i00 i b
fer N . il ' c . e '
C.Joint Traffic-Splitting and Shortest-Path-Aided Back-

Pressure Algorithm

£y
#

We propose a joint traffic splitting and shettpath-aided H : i i i
back-pressure algorithm. First, note that 77T eTITTT I T e, T

-
-’
-
-
-

.y
¢

mmmm-
Ppp—
PETT T ST

-l
-
-
-

D Brdin (i) = Bont(n.dih)) N T~ 1T ; AN NN A
nydih H P ' : H i :
is linear in terms of ft. Thus, we have (8, 1- ; --------------------------------------------- ( -é, 8)
ot B an (Pingin,dn}) — Pout(fr.d,sp) Fig.3. Topology of the network used in the simaiasi.
L riydy i

more. This is to “force” inter cluster flows to lbeuted over
long paths when the traffic load is high so that thaffic-

) splitting behavior of the joint algorithm can be siba
Note that the Lagrange mu|tip|i(.f3-:-n,_.d,h) is related to oObserved. All links are bidirectional links with paecity one
queue length™? {vz.<t.23, and (7)-(10) are the same agdacket/time slot for both directions. All links aassumed to
conditions (i)-(iii) defined in Section IV-A, so aeglity (14) be orthogonalized so they can transmit simultarigodshe

motivates us to use the shortest-path-aided baekspre Propagation delay of a link is assumed to be zero.

defined by (4).

= 1;11&1121 Z f :.r,d,h (f":i.n({u,d_.h}) - ."‘Lout({n.d,h]))

n,d,h

V. SIMULATIONS

In this section, we use simulations to study plerformance
of the proposed joint traffic-splitting and shottpath-aided
back-pressure algorithm .We use the téhmjoint algorithm
to refer to the joint traffic-splitting and shortgmth-aided
backpressure algorithm. The simulations were impleed
using OMNeT++,

A. Smulation Setup
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TABLE 1
FLOWS IN THE NETWORK

Flow ID | (Source, Destination)
| ((1.3), (2,5))
((2,3), 2,7))
((2,2), (1,6))
((3.4). (2,7))
((1,1), (1,7))
((4.,3), (5.4))
((4,6), (6,6))
((3,3), (5,6))

ad I

e =1 o b

Eight traffic flows were created in the network, laged in
Table I. Flows 1-5 are inter-cluster flows, and tlst are
intra-cluster flows. The packet arrivals of all Vile follow
Poisson processes. We fixed the arrival rates tod-icluster
flows to be0.2 packets/time slot. All inter-clusfeows have
the same arrival rate, denoted-*(packets/time slot).

B. End-to-End Packet Delays

We also computed the average end-to-end padiiety,
averaging over all successfully delivered pack&isilar-to
the hop count, in Fig.4, we observe that the badsgure
performs very poorly whe-* is small. This can be attributed
to the excessive looping in the route of each paeke can

roughly be interpreted as a random walk on the twc

dimensional network.

:

- & - Back—pressure

b
8

g

88 8
g 8

gu
3 8

g

8

Average end-to-end delay

0.2 08

Fig.4. Average end-to-end packet delays under dlo&-b
pressure algorithm and the joint algorithm withfetiént K's.
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When A is large, we also observe some improvement of the
joint algorithm, with K=0,1,1and10, over the backessure
algorithm. The improvement decreases because thd jo
algorithm has to exploit long paths in a heavyfitafegime.

We further note that the joint algorithm with K=1@@rforms
very poorly in terms of end-to-end packet delayl&liti has
the smallest average hop count. As we have seethen
analysis of Theorem & — == minimizes the average hop
count, but results in large queues, hence largeteedd
packet delays.

C .Queue Lengths

Here, we study the total queue length at eamtenThe
average queue length was obtained by averagingtbget00
000 iterations and over all nodes in the networig.5-
illustrates the average queue lengths under tim¢ ggorithm
with different K's .We observe that the averageuguéength
increases as K increases.

4000

3500(.

3000f:

Per—node queue lengths

Fig.5. Performance of the joint algorithm with difént values
of K.

In the simulations, we varied to observe tadgrmance of
the back-pressure algorithm and the joint algorgthumder
different traffic loads. For each, the simulatisnekecuted for
100 000 iterations. When ties occurred in decidhng traffic
split or computing the back pressure of a link,setected the
first obtained solution.

D. File Transfer Delay
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We also investigated file transfer delays (the tlomafrom
the time a file enters the network until it is rizeel at the
destination). We compared the back-pressure algoriith
the joint algorithm with K=1. In this simulation,iles
belonging to the same flow are injected into therse of the
flow one by one, and the second file arrives atepackets of
the first file are sent out from the source. Aféefile arrives,
the packets of the file are injected into the seurode with a
constant rate until the complete file is injected .

10000 . . : ; : :
9000 | = = =k ~ = =]

Back pressure: file size=1000
K=1: file size=1000

8000 =~ —+ -~~~ -1 - v~ Back pressure: file size=50

- — — | —8— K=1: file size=50

7000 | - - -
6000
5000
4000
3000
2000
1000

0

Average file transfer delay

Fig.6. Back-pressure versus the joint algorithninwit1

Under back-pressure algorithm and the jointo@dgm,
some packets may be queued in the network for wa leeg
time .We therefore assume the packets of a file caed
using rate less codes so that a file can be coeipletcovered
when 90% of the coded packets are received. Figudtrates
the file transfer delays of the joint algorithm kvik=1 and the
back-pressure algorithm. As we can see, when thenrfile
size is 50, the joint algorithm performs signifidgrbetter than
the back-pressure algorithm in both light or meditraffic
regimes ,but performs similarly to the back-pressalgorithm
in the heavy traffic regime. This is because intibavy traffic
regime, the end-to-end packet delays of the twordhgns are
similar.

VI. CONCLUSION

In this paper, we have proposed new routing@aling
algorithms that integrate the back-pressure algoritand
shortest path routing. Using simulations, we
demonstrated a significant end-to-end delay perdoce
improvement using the proposed algorithm.
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