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Abstract---Data mining algorithms are often used to extract 

useful information from datasets, which give us deeper 

insights into what we are focussing on to get from the data. 

This paper aims at measuring the performance of the few 

selected algorithms namely, Bayesian Generalized Linear 

Model, Generalized Linear Model, k-Nearest Neighbours and 

Partial Least Squares. The various performance parameters 

measured include sensitivity, specificity, root mean squared 

error (RMSE), R Squared etc. The dataset used would be 

from the machine learning library present in R studio namely, 

mlbench library and the dataset being Pima Indians Diabetes. 
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I. INTRODUCTION 

With hundreds of data mining algorithms available in 

present times, it is often confusing to decide upon which 

particular algorithm needs to be used for a particular data 

model. The focus here is on algorithms used for 

classification and regression purpose targeted towards 

supervised learning. Before we begin our investigation of 

algorithm performance we need to understand the basics of 

what is classification and regression and why are they used. 

Classification in machine learning essentially means that to 

place a new observation in a set of categories already pre-

defined based on the training dataset [3]. So in 

classification we actually group the output variables into 

different corresponding classes. Regression in machine 

learning means that we actually predict the output values 

based on the training data values. By using these 

algorithms we can extract huge amount of meaningful data 

by applying it against the dataset. The model used here also 

emphasizes on the use of regression techniques for training 

the data. The four algorithms under consideration here are 

used for both classification and regression purpose. 

II. OVERVIEW OF ALGORITHMS UNDER 

CONSIDERATION 

It is essential to understand in brief about the algorithms 

under consideration in this paper. Let us look into the 

basics of these algorithms [4] as to what are they, why are 

they used and their importance in machine learning etc. 

In this paper we have divided the sections into the 

following: Initially we start off with the overview of the 4 

algorithms under consideration, then we discuss the 

implementation details followed by result analysis and  

 

conclusion regarding which of the 4 algorithm best suits 

the dataset under investigation. We also include the future 

scope of the paper which is to experiment with various 

other algorithms available. 

A. Bayesian Generalized Linear Model (BGLM) 

The approach here is that we specify a conditional 

distribution and the data is additionally supplemented with 

prior probability distribution. The prior can take the form 

specified based on data. There might not be posterior 

probabilities for all the prior probabilities. Hence we only 

take the conjugate probabilities and compute their posterior 

probabilities. We only consider the posterior probabilities 

for this model. This model is basically used to avoid over 

fitting when considered for application to large datasets. 

Finally we do model evidence which clearly tells us how 

well the model has predicted the behaviour. Generally 

Laplace equations are used for getting the final results. 

B. Generalized Linear Model 

The approach here is that the model consists of three 

components namely, a probability distribution from the 

exponential family, a linear predictor and a link function. 

We can have any distribution like gamma, poisson etc. The 

outcome is basically reliant on the dependent input which 

also relies on mean of the distribution. The distribution is 

basically an error distribution model. Here the relationship 

between a response variable and one or more predictors. 

The outcome is measured using maximum likelihood or 

using Bayesian techniques etc. 

C. k-Nearest Neighbours 

The approach here is that depending on the weights of its 

neighbours and the Euclidean distance between the training 

objects, the classification is done. The choice of input 

parameter k is dependent on the data. The output result 

depends heavily on the input clusters and the boundaries 

between them. This algorithm is used both for 

classification and regression. In regression we determine 

the inverse distance to compute the k nearest multivariate 

neighbours. 

D. Partial Least Squares 

The approach here is that we try to project both the 

predicted output variables and the observable variables into 

a new space to find the linear regression between the two. 

More the input variables in the dataset more accurate will 
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be the predicted values. We try to maximise the covariance 

between the input values and the predicted values to get 

better results. 
 

III.IMPLEMENTATION DETAILS 

Usage of one of the foremost data mining specific open 

source language namely, R and the IDE used is R Studio. 

Mainly 4 libraries in R are used namely, mlbench, caret, 

e1071 and R Weka. The mlbench library consists of built in 

datasets and this paper uses Pima Indians Diabetes. The 

dataset consists of 9 attribues. We use the repeated cv 

method with 10 fold to train the dataset. The user, system 

and elapsed time is calculated which is nothing but the 

execution time for each of the four algorithms. Out of the 

total 9 attributes present in the dataset, we use some of the 

attributes to estimate the performance of algorithms one at 

a time. We resample the obtained results and display the 

summary of results which give us the performance 

parameters like sensitivity, specificity, root mean squared 

error (RMSE), R Squared etc. of the algorithms. Following 

is a glimpse about the dataset under consideration. [11] 

Name of the Database:- Pima Indians Diabetes (from 

mlbench library) 

Number of Attributes Present:- 9 

Number of Observations:- 768 

Attribute Information: 

1. Number of times pregnant  

2. Plasma glucose concentration a 2 hours in an oral 

glucose tolerance test  

3. Diastolic blood pressure (mm Hg)  

4. Triceps skin fold thickness (mm)  

5. 2-Hour serum insulin (mu U/ml)  

6. Body mass index (weight in kg/(height in m)^2)  

7. Diabetes pedigree function  

8. Age (years)  

9. Class variable (0 or 1) 

IV. RESULT ANALYSIS 

From the derived results from the console output in R 

studio, we analyze what obtained result set means, and how 

to interpret the results obtained. For result analysis we use 

both tabulated results and visual graph plots for better 

understand ability. 

Following are the results obtained by running the program 

for getting accuracy. 

Metric:-Accuracy 

Models: BAYESGLM, GLM, KNN, PLS  

Number of resamples: 30 

Accuracy: 

 Min. 1st 

Qu. 

Media

n 

Mean 3rd 

Qu. 

Max. NA’

s 

BAYESG

LM 

0.701

3 

0.740

3 

0.777

8 

0.773

0 

0.801

9 

0.844

2 

0 

GLM 0.688

3 

0.740

3 

0.779

2 

0.777

8 

0.818

2 

0.896

1 

0 

KNN 0.636

4 

0.691

6 

0.738

6 

0.737

0 

0.778

5 

0.844

2 

0 

PLS 0.688

3 

0.727

3 

0.753

2 

0.760

9 

0.791

5 

0.844

2 

0 

Table 1) Accuracy Result Tabulation 
Kappa: 

 Min. 1st 

Qu. 

Media

n 

Mean 3rd 

Qu. 

Max. NA’

s 

BAYESG

LM 

0.302

5   

0.400

3 

0.479

7 

0.471

8   

0.548

8 

0.639

3     

0 

GLM 0.278

7   

0.404

0 

0.491

3 

0.486

5   

0.574

2 

0.755

2     

0 

KNN 0.187

6   

0.307

6 

0.404

2 

0.396

8   

0.500

3 

0.639

3     

0 

PLS 0.265

5   

0.373

1 

0.427

8 

0.440

9   

0.524

3 

0.645

7     

0 

Table 2) Kappa Result Tabulation 

We have used 5 different types of graphs for presenting the 

results. The 5 graphs used are box and whisker plots, 

density plots, dot plots, parallel plots and pair wise scatter 

plots. Following are the graph plots available for visual 

interpretation of the results for accuracy metric: 

 

Fig 1) Box and Whisker plot for Accuracy metric 
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Fig 2) Density plot for accuracy metric 

 

Fig 3) Dot plot for Accuracy metric 

 

Fig 4) Parallel plot for Accuracy metric 

 

Fig 5) Pair wise scatter plot for Accuracy metric 

Measuring execution time as a performance parameter is 

also very important when measuring the accuracy metric 

while training the model. We use the average of User, 

System and Elapsed CPU cycles time for measuring the 

average execution time. 

 User System Elapsed 

BAYESGLM 1.13 0.03 1.15 

GLM 0.94 0.00 0.94 

KNN 1.12 0.02 1.14 

PLS 1.11 0.00 1.11 

Table 3) Execution time for Accuracy metric measurement 

Following are the results obtained by running the program 

for getting ROC, Sensitivity, Specificity: 

ROC: 
 Min. 1st 

Qu. 

Media

n 

Mean 3rd 

Qu. 

Max. NA’

s 

BAYESG

LM 

0.675

6   

0.798

9 

0.831

9 

0.831

0   

0.863

9 

0.950

4     

0 

GLM 0.749

6   

0.802

6 

0.824

5 

0.832

8   

0.866

5 

0.908

1     

0 

KNN 0.665

6   

0.734

1 

0.780

4 

0.777

5   

0.826

9 

0.876

5     

0 

PLS 0.690

8   

0.782

2 

0.807

8 

0.810

3   

0.833

9 

0.914

8     

0 

Table 4) ROC Result Tabulation 
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Sensitivity: 

 Min

. 

1st 

Qu. 

Media

n 

Mean 3rd 

Qu. 

Max

. 

NA’

s 

BAYESGL

M 

0.72    0.86

0    

0.89 0.883

3     

0.9

2 

0.94     0 

GLM 0.78    0.86
0    

0.88 0.881
3     

0.9
0 

0.98     0 

KNN 0.72    0.80

0    

0.84 0.838

0     

0.8

8 

0.98     0 

PLS 0.72    0.86
5    

0.88 0.880
7     

0.9
2 

0.98     0 

Table 5) Sensitivity Result Tabulation 

Specificity: 

 Min. 1st 

Qu. 

Medi

an 

Mea

n 

3rd 

Qu. 

Max

. 

NA

’s 

BAYES

GLM 

0.33

33   

0.51

85 

0.55

56 

0.57

31   

0.62

96 

0.77

78     

0 

GLM 0.40

74   

0.51

85 

0.55

56 

0.57

48   

0.62

96 

0.76

92     

0 

KNN 0.33

33   

0.48

15 

0.55

56 

0.55

11   

0.62

96 

0.73

08     

0 

PLS 0.29

63   

0.48

15 

0.51

85 

0.53

26   

0.60

97 

0.74

07     

0 

.Table 6) Specificity Result Tabulation 

Visual Graph plots for better result analysis for ROC 

metric are as follows: 

 

Fig 6) Box and Whisker plot for ROC metric 

 

Fig 7) Density plot for ROC metric 

 

Fig 8) Dot plot for ROC metric 

 

Fig 9) Parallel plot for ROC metric 
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Fig 10) Pair wise scatter plot for ROC metric 
 

Measuring the execution time as a performance parameter 

while using the ROC as a metric during training the model. 
 

 User System Elapsed 

BAYESGLM 1.28 0.00 1.33 

GLM 0.94 0.00 0.97 

KNN 1.21 0.00 1.20 

PLS 1.12 0.00 1.13 

Table 7) Execution time for ROC metric measurement: 

V. CONCLUSION 

From examining the result set we come to the following 

conclusion regarding which algorithm is better out of the 4 

chosen algorithms and gives better performance when 

applied against Pima Indians Diabetes dataset. As we can 

infer from Table 3 and Table 7 the average  execution time 

are as follows: GLM < PLS < KNN < BAYESGLM in the 

increasing order. We consider the mean values from the 

tables for comparison purpose. The mean Accuracy of the 

algorithms from Table 1are as follows: GLM > 

BAYESGLM > PLS > KNN in decreasing order. The mean 

kappa values from Table 2 are as follows: GLM > 

BAYESGLM > PLS > KNN in decreasing order. We can 

infer that for both Accuracy and Kappa statistics 

parameters the order is the same. The mean ROC of the 

algorithms from Table 4 are as follows: GLM > 

BAYESGLM > PLS > KNN in decreasing order. The mean 

Sensitivity of the algorithms from Table 5are as follows: 

BAYESGLM > GLM > PLS > KNN in decreasing order. 

The mean Specificity of the algorithms from Table 6 are as 

follows: BAYESGLM > GLM > KNN > PLS in decreasing 

order. In this paper we are not going to rank these 4 

algorithms, instead we only say which is the best among 

the 4 algorithms under consideration. Depending on the 

tabulated results and comparison statistics we conclude that 

for Pima Indians Diabetes dataset with diabetes as the 

parameter, the best suited algorithm among the 4 is 

Generalised Linear Model (GLM) algorithm. 

VI.FUTURE SCOPE 

The paper presents only 4 algorithms particularly used for 

classification and regression purposes. Similarly many 

other algorithms can be used to measure comparative 

performance of algorithms when applied against standard 

datasets from respected data sources. Effort can also be 

made with regards to other types of machine learning 

algorithms belonging to categories of cluster and predictive 

algorithms. Usage of open source tools like WEKA or 

Rapid Mine in place of R studio can be made use for 

getting the results rapidly and avoid coding to save time 

although not much flexibility is available without 

programming. 
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