Abstract—Data mining techniques are becoming very popular nowadays because of the wide availability of huge quantity of data and the need for transforming such data into knowledge. Techniques of data mining are implemented in various domains such as retail industry, telecommunication industry, biological data analysis, intrusion detection and other scientific applications. Data mining techniques can also be used in the banking industry which help them compete in the market well equipped. In this paper we introduce an effective prediction model for the bankers that help them predict the credible customers who have applied for loan. Decision Tree Induction Data Mining Algorithm is applied to predict the attributes relevant for credibility. A prototype of the model is described in this paper which can be used by the organizations in making the right decision to approve or reject the loan request of the customers.
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I. INTRODUCTION

Nowadays, Banks struggle a lot to get an upper hand over each other to enhance overall business due to tight competition. Banks have realized that retaining the customers and preventing fraud must be the strategy tool for healthy competition [5]. Availability of the huge quantity of data, creation of knowledge base and efficient utilization of the same have helped banks to open up efficient delivery channels. Business decisions can be optimized through data mining [3]. Customer segmentation, banking profitability, credit scoring and approval, predicting payment from customers, marketing, detecting fraud transactions, cash management and forecasting operations, optimizing stock portfolios and ranking investments are some of the areas where data mining techniques can be used in the banking industry [1].

Credit risks which account for the risk of loss and loan defaults are the major source of risk encountered by banking industry [2]. Data mining techniques like classification and prediction can be applied to overcome this to a great extent. There are mainly two objectives that is to be achieved through these techniques. They are:

1) Identification of the relevant attributes that signal the capacity of borrowers to pay back the loan, and

2) Determining the best model(s) to evaluate credit risk.

Decision Tree Induction Algorithm is one of the best technique to achieve this objective [4]. The model thus developed will provide a better credit risk assessment, which will potentially lead to a better allocation of the bank’s capital.

In this regard, a study is conducted and an efficient prediction model which helps to reduce the proportion of unsafe borrowers is introduced herewith. Due to the significance of credit risk analysis, this study helps banking industry by providing additional information to the loan decision-making process, potentially decreases the cost and time of loan applications appraisal, and decreases the level of uncertainty for loan officers by providing knowledge extracted from previous loans. Decision Tree Induction Algorithm used in this model is the data mining technique for predicting credible customers.

The remaining sections of the paper are organized as follows: In Section 2, a brief review of some of the related works is presented. Research Methodology, Proposed model and the Architecture of Proposed Model are described in Sections 3, 4 and 5 respectively. The experimental results and the prototype for prediction are given in Section 5. The conclusion and future directions are summed up in Section 6.

II. LITERATURE REVIEW

A. Data Mining

Data mining is the process of analyzing data from different perspectives and extracting useful knowledge from it. It is the core of knowledge discovery process. The various steps involved in extracting knowledge from raw data as depicted in figure-1. Different data mining techniques include classification, clustering, association rule mining, prediction and sequential patterns, neural networks, regression etc. [5]. Classification is the most commonly applied data mining technique, which employs a set of pre-classified examples to develop a model that can classify the population of records at large [7]. Fraud detection and credit risk applications are particularly well suited to classification technique. This approach frequently employs Decision Tree based Classification Algorithms. In classification, a training set is used to build the model as the classifier which can classify the data items into its appropriate classes. A test set is used to validate the model.
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Marketing: It is one of the most widely used areas of data mining in the banking industry. The consumer behavior with reference to product, price and distribution channel can be analyzed by the marketing department. The reaction of the customers to the existing and new products can also be known. This information can be used by the banks to promote the products, improve quality of products and services, and gain competitive advantages. Bank analysts can also analyze the past trends, determine the present demands and forecast the customer behavior of various products and services, in order to grab more business opportunities [10].

Risk Management: It is widely used for managing risks in the banking industry. Bank executives need to know the credibility of customers they are dealing with. Offering new customers credit cards, extending existing customers’ lines of credit, and approving loans can be risky decisions for banks, if they do not know anything about their customers [4]. Banks provide loans to their customers by verifying the various details relating to the loan, such as amount of loan, lending rate, repayment period etc. Even though, banks are cautious while providing loan, there are chances of loan repaying defaults by customers. Data mining technique helps to distinguish borrowers who repay loans promptly from those who default.

Customer Relationship Management: Data mining can be useful in all the three phases of a customer relationship cycle such as customer acquisition, increasing value of the customer and customer retention [11]. Customer acquisition and retention are very important concerns of any industry, especially the banking industry [4]. Banks have to cater the needs of the customers by providing the services they prefer. This will ultimately lead to customer loyalty and customer retention. Data mining techniques help to analyze the customers who are loyal from those who shift to other banks for better services. If the customer is shifting from his bank to another, reasons for such shifting and the last transaction performed before shifting can be known, and this will help the banks to perform better and retain their customers [10].

III. RESEARCH METHODOLOGY

The reference model for our work is cross-industry standard process for data mining (CRISP-DM) fig 3 [2] which is well-known to develop Data Mining projects.
According to this methodology, the steps of research can be described as follows:

A. Business understanding

Business understanding: It is the initial phase which focuses on understanding the project objectives and requirements from a business perspective, then converting this knowledge into a data mining problem definition and a preliminary plan designed to achieve the objectives.

B. Data understanding

The data understanding phase focuses on initial data collection, familiarization of data, identification of data quality problems, and interesting subsets to form hypotheses for hidden information etc.

C. Data preparation

The data preparation phase covers all activities to construct the final dataset (data that will be fed into the modelling tool from the initial raw data). There is no prescribed order for data preparation tasks. Sometimes tasks are to be repeatedly performed, like selection of table, record and attribute as well as transformation and cleaning of data for modelling tools.

D. Modeling

Various modelling techniques are selected and applied in this phase. Typically, there are several techniques for the same data mining problem type. Since some techniques have specific requirements on the form of data, sometimes it needs to go back to the data preparation phase.

E. Evaluation

This phase is to be covered before proceeding to the final deployment of the model, to be certain that business objectives are properly achieved. Consideration and successful implementation of all important business issues are to be confirmed. At the end of this phase, a decision on the use of the data mining results should be reached.

F. Deployment

Creation of the model is generally not the end of the project. The knowledge gained will have to be organized and presented in such a way that the customer can use it [1].

IV. PROPOSED MODEL

The proposed model focuses on predicting the credibility of customers for loan repayment by analyzing their behavior. The input to the model is the customer behavior collected. Based on the output from the classifier, decision on whether to approve or reject the customer request can be made. Decision Tree Induction data mining technique is used to generate the relevant attributes and also make the decision in the model. The data mining model of the proposed system is as depicted in figure4.

A. Problem Understanding

The data mining model is initiated with collection of details regarding the banking sector and the existing loan processing procedures. The challenges and the main risks associated with the loan approval/rejection in banking sector are thus better understood.

B. Data Understanding

In Data Understanding phase, the bank dataset of customer details, which is required for data mining, is collected and got familiarized with. Various attributes needed are also studied.

C. Data Filtering

The attributes in the bank data set are filtered and the relevant attributes needed for prediction are selected. After that the incomplete and noisy records in the dataset are removed and prepared for mining.

D. System Modelling

In this stage the system is developed in an efficient and user-friendly manner so that even those users with less technical knowledge can also use it comfortably. The system provides the most relevant attributes that help in determining whether to approve or reject the loan application. This aids in predicting the credibility of future customers.

E. System Evaluation

In the final stage, the designed system is tested with test set and the performance is assured.

V. ARCHITECTURE OF PROPOSED MODEL

Architecture of the proposed model is as shown in the figure5.
A. **Input**

The main highlight of this Loan Credibility Prediction System is that it uses Decision Tree Induction Data Mining Algorithm to screen/filter out the loan requests. A Decision Tree is developed by performing data mining on an existing bank dataset containing 4520 records and 17 attributes.

B. **Data Pre-processing**

Initially the Attributes which are critical to make a Loan Credibility Prediction is identified with Information Gain as the attribute-evaluator and Ranker as the search-method. Manual preprocessing is also performed.

C. **Data Filtering**

Final dataset after preprocessing is divided in such a way that there is 66% training set and 34% test set. Test set is used to validate the final result of the classifier.

D. **Decision Tree Algorithm**

An efficient Decision Tree is formulated with Decision Tree Induction Algorithm. It produces a model with the most relevant 6 attributes. Attribute with rank-1 is placed as the root node of the Decision tree, other attributes from Rank-2 to Rank-6 constitute the intermediate nodes. A decision is made at each node and the leaf node gives us the final result. That is, if the customer possess the minimum loan repayment capacity, then the future risks can be avoided. The main benefit of applying Data Mining is that we can always rely on the result of the algorithm to accept or reject the loan application.

VI. **EXPERIMENTAL RESULTS**

The results of the experimental analysis in predicting the loan repayment capacity are presented in this section. We have implemented our proposed model in ASP.NET-MVC5. An existing bank dataset has been used for the prediction. We have used a bank dataset of moderate size (4520) for the experimental analysis. After the pre-processing phase where dimensionality reduction was done manually and the dataset was reduced to a size of 3271. Ranks of the attributes are found out by manually adding and applying Information Gain as attribute evaluator and Ranker as search.

<table>
<thead>
<tr>
<th>Rank</th>
<th>Attribute</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Job</td>
<td>Occupation of the Applicant</td>
</tr>
<tr>
<td>2</td>
<td>age</td>
<td>Age of the Applicant</td>
</tr>
<tr>
<td>3</td>
<td>Income</td>
<td>Monthly Income of the Applicant</td>
</tr>
<tr>
<td>4</td>
<td>Education</td>
<td>Education Qualification of the Applicant</td>
</tr>
<tr>
<td>5</td>
<td>Marital Status</td>
<td>Marital Status of the Applicant</td>
</tr>
<tr>
<td>6</td>
<td>Existing Loan</td>
<td>Whether the Applicant have an existing EMI or not.</td>
</tr>
</tbody>
</table>

The decision tree thus generated is as given in figure 7.
The following figure shows the performance measure of the model for varying number of customers.

Fig. 9. Decision Tree generation

Fig. 10. Accuracy vs. number of customers

Fig. 11. Prediction (success scenario)

Fig. 12. Prediction result (passed)

Fig. 13. Prediction (failure scenario)

Fig. 14. Prediction result (failed)

Fig. 15. Finding eligible loan amount
VII. CONCLUSION AND FUTURE DIRECTIONS

In this paper, we have presented a loan credibility prediction system that helps the organizations in making the right decision to approve or reject the loan request of the customers. This will definitely help the banking industry to open up efficient delivery channels. Decision Tree Induction Algorithm is used for the prediction. Incorporation of other techniques that outperform the performance of popular data mining models have to be implemented and tested for the domain.
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