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Abstract—An evolving topic in today’s era is Data Mining and
Knowledge Discovery. Data mining and knowledge discovery
in databases is attracting a lot of researchers, industry
persons, academicians. Why this area is so emerging? This
article provides an overview of this emerging field, gives an
overview that how data mining and knowledge discovery in
databases are related to each other and also to other related
fields, such as machine learning, statistics, and databases. The
article also mentions particular real-world applications,
specific data-mining techniques, challenges involved in real-
world applications of knowledge discovery, and current and
future research directions in the field
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1. INTRODUCTION
Data is raw material of information that can be understood
as any facts, numbers, or text which can be processed by
machines. Information is the data that has been given some
meaning nu way of relational connections. For ex data
collected from sales transaction can be used to analyze
sales trends of particular years. Knowledge is application
of data and information.it can be considered as general
awareness of information, facts, ideas, truth or principle.
Across a wide variety of fields, data are being collected and
accumulated at a dramatic pace. There is an urgent need for
a new generation of computational theories and tools to
assist humans in extracting useful information (knowledge)
from the rapidly growing volumes of digital data. These
theories and tools are the subject of the emerging field of
knowledge discovery in databases.
At an abstract level, the KDD field is concerned with the
development of methods and techniques for making sense
of data. The basic problem addressed by the KDD process
is one of mapping low-level data (which are typically too
voluminous to understand and digest easily) into other
forms that might be more compact (for example, a short
report), more abstract (for example, a descriptive
approximation or model of the process that generated the
data), or more useful (for example, a predictive model for
estimating the value of future cases). At the core of the
process is the application of specific data-mining methods
for pattern discovery and extraction.

Data Mining is basically used today by most of the
companies with a very strong consumer focus — retail,

financial, communication, and marketing organizations, to
“drill down” into their transactional data and determine
pricing, client preferences and product related information,
impact on the sales, client satisfaction and corporate

Sumika Jain?
2 Assistant Professor,
Department of Computer Science,
Shobhit University Gangoh (U.P)

Kuldeep Chauhan®

8 Assistant Professor,
Department of Computer Science,
Shobhit University Gangoh (U.P)

profits. With the help of data mining, a retailer can use
point-of-sale records of client purchases to develop
products and promotions to appeal to specific client
segments.

Knowledge discovery and data mining have become areas
of growing significance because of the recent increasing
demand for KDD techniques, including those used in
knowledge acquisition, machine learning, databases,
statistics, data visualization, and high performance
computing. Knowledge discovery and data mining can be
very useful for the field of Artificial Intelligence in many
areas, for example education, industry, commerce,
government, and so on. The relation between Knowledge
and Data Mining, and Knowledge Discovery in Database
(KDD) process are presented in the paper. Data mining
theory, Data mining tasks, Data Mining technology and
Data Mining challenges are also proposed.

The rules of Data mining are around a lot of functional
elements. These functional elements also include the
following:

Statistics: This discipline is allocated completely to the
analysis of data. Many mathematical models are framed
and the data is used as input for pattern analysis. This is
used for association rules verification in data mining
process.

Machine learning: In this area, the data sets are analyzed
for models with statistical inferences and computational
parameters. Most of the mining algorithms have machine
learning ground work in them. Database technology: In this
phenomenon, the prescribed data set is optimized using
different techniques like compression, query compounding
and data set indexing and are mined for relevant unknown
patterns.

Information theory: This discipline is applied in the sector
of communication where the information that is
synthesized and processed are quantitatively measured by
employing a technique where the minimum bits required
for encoding is taken into account. This discipline is used
in data mining to get an understandable prioritization of
data sets with complex structures.

2. DATA MINING

Data mining is the process of discovering useful
information from large sets of data. Data mining uses
mathematical analysis to find out patterns and trends that
exist in data. These patterns and trends can be collected and
defined as a data mining model. Mining models can be
applied to specific scenarios, such as finding Sequences,
forecasting, grouping.
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The area of data, data mining tasks, and data mining
approaches faces many challenging research matters in data
mining. The development of efficient and effective data
mining methods and systems, the construction of
interactive and integrated data mining environments, the
design of data mining languages, and the application of
data mining techniques to solve large application problems
are important jobs for data mining researchers and data
mining system and application developers. Several well-
established statistical methods have been introduced for
data analysis, such as regression, generalized linear
models, analysis of variance, mixed-effect models, factor
analysis, discriminant analysis, time-series analysis,
survival analysis, and quality control. Researchers have
been attempting to build theoretical foundations for data
mining. Several interesting proposals have appeared, based
on data reduction, data compression, pattern discovery,
probability theory, microeconomic theory, and inductive
databases. There are many data mining systems and
research prototypes to choose from. When selecting a data
mining product that is appropriate for one’s task, it is
important to consider various features of data mining
systems from a multidimensional point of view. These
include data types, system issues, data sources, data mining
functions and methodologies, the tight coupling of the data
mining system with a database or data warehouse system,
scalability, visualization tools, and data mining query
language and graphical user interfaces. Many customized
data mining tools have been developed for domain-specific
applications, including finance, the retail industry,
telecommunications, bioinformatics, intrusion detection,
and other science, engineering, and government data
analysis. Such Scheme integrates domain-specific
knowledge with data analysis methods and provides
mission-specific data mining solutions. The Proposed
research work acts as a root for new works and assessment
proof of the current work.

3. PRINCIPLES OF KNOWLEDGE DISCOVERY

Knowledge discovery is the phenomenon of finding
previously unknown patterns and designs from a big
volume of data sets and converting the obtained patterns
into understandable and applicable knowledge information.
This domain of Knowledge discovery consists of many
processes. These processes can take place at various stages,
which form the basic rules of Knowledge Discovery
domain. These processes are

Data Orientation: gather all the required data and building
up one single accessible repository.

Data cleansing: Data is processed, analyzed and processed
for better procedural treatment.

Data Selection: Selecting the required data from the given
data sets for obtaining pattern.

Pattern Identification: The data sets are treated to get
unknown patterns and designs

4. KNOWLEDGE DISCOVERY PROCESS

Knowledge discovery is the process of finding knowledge
in the given data-sets irrespective of their characteristics
and size attributes. The process of understanding and
extracting the pattern from the given databases comprises
of many steps. It is clearly illustrated in the following
figure
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Figure: Knowledge Discovery Process

When a database is selected for data analysis, five main
aspects should be considered. They are the factors to which
the database belongs, Knowledge Prerequisite that is
needed to understand the database, Application Knowledge
required to obtain the required characteristics, Objective
that has to be fulfilled after data pattern extraction and the
level of attainment that is achieved after the pattern is
discovered from the database. For the data pattern
extraction process to be successful, we have to select the
concerned dataset and create the desired variables that are
required for correct or matching and analysis of the
database. If the concerned variable is not properly done
into the database, then it will result in biased data pattern
output. After the concerned variable is fixed, the data-set is
cleansed and is made to go into the pre-processing process.
In the data cleansing stage, the data is removed from all the
noises, incompleteness. These data-noises should be
counted by collecting needed information for future
enhancement of the removal process. Once the noises are
removed after proper accounting made for them, data is
reduced and are projected based on the objective that has to
be fulfilled after data pattern extraction and the level of
attainment that is gain after the pattern is discovered from
the database. Once the data projection is made, the method
of extraction of the data should be selected. The method
that is to be employed for data extraction has to be
carefully chosen because the method that is employed
determines the level of uniqueness in data extraction
process.
5. FUTURE WORK

Data mining is defined as the phenomenon of discovering
patterns from huge amount of data. The process should be
automatic or (more usually) semi-automatic. The patterns
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discovered should be relevant in that they lead to some
advantage, mostly an economic one. The data is invariably
present in substantial quantities. And how are the patterns
expressed? Relevant patterns allow us to make nontrivial
predictions on new data. There are two extremes for the
expression of a pattern: as a black box whose innards are
effectively incomprehensible, and as a transparent box
whose construction reveals the structure of the pattern.
Both are making good predictions assumptions. The
difference is whether or not the patterns that are mined are
represented in terms of a structure that can be examined,
reasoned about, and used to inform future decisions. Such
patterns are structural because they capture the decision
structure in an explicit way. In other words, they help to
elaborate something about the data. The proposed
framework, by itself, has a versatile ground work both
literature wise and procedural wise. This framework was
formulated by studying a lot of domain related literature
works presented in various conference and journals. The
proposed framework can be applied to various research
studies. This framework can be used to aware the students
in the domain of Data Mining and Knowledge Discovery.
The future work will include the more detailed study of the
related areas with a clear definition based on new analytical
techniques that must be employed when it comes to

analyzing data from inter disciplinary areas.
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