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Abstract— Character recognition is an important area of
research in pattern recognition. Recognition of handwritten
characters is difficult because of different writing styles, mood of
a person, size of handwritten characters and aging of documents.
Kannada characters are symmetric and curvy in nature, hence
difficult to recognize in an offline system. In this project for
Kannada character script, there is no commercially available
database; hence we created our own database. The input image is
preprocessed and features are extracted by dividing an image
into zones and applying distance metric and pixel density
algorithms on the zoned image. These features are combined to
form a feature vector. This feature vector is given to the classifier
for recognition. k-Nearest Neighbor (kNN) and Linear
Discriminant Analysis (LDA) is used for classification. The
classifier results are compared and the best result for each
character is considered (fusion of classifiers). The overall
accuracy of 94.6% for vowels, 84.7% for consonants and 98% for
numbers were obtained.
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l. INTRODUCTION

Pattern recognition and artificial intelligence have been
evolving steadily, but only when they are harnessed together,
machines will acquire the ability to exploit images like humans
[1]. Character recognition is an extensively researched field in
pattern recognition, artificial intelligence and machine vision,
as it is used in various applications such as postal code
identification, automatic plate number recognition, digital
libraries, mails etc. Offline recognition of handwritten
characters is difficult due to different writing styles, size and
shape of the written character and in some cases the person’s
emotional state also affects the writing style of the character. In
India people use more than one language in their day to day
life. Each language has its own character set. But there are a lot
of similarities between characters among the different
languages. Hence it is necessary to design a recognition system
for an individual language. Kannada is an official language of
Karnataka state, it has 49 characters and its writing style is left
to right. The few works done on character recognition so far
are: M. Hanmandlu et al used zone / grid based feature
extraction for handwritten Hindi numerals where they divided
each character image into 24 zones and found distance of each
pixel with respect to an absolute reference point [2]. Panyam
Narahori sastry et al used zoning method for feature extraction
and nearest neighbor classifier on Telugu character set and
obtained 78% accuracy [3]. Prema K.V. et al used Gabor
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transform to extract features of printed Kannada script and
obtained 93.8% accuracy [4]. S. V. Rajashekaraaradhya et al
used zone and distance metric based feature extraction method
for handwritten Kannada digit recognition and obtained 97%
accuracy [5].

In this paper we have detailed our work in different
sections, section Il gives the details about the proposed method
for Kannada character recognition. In section Il we have
shown the results obtained by using the proposed system.
Section IV gives the conclusion and the future work.

Il.  METHODOLOGY

The Fig. 1 below shows the flow chart for Kannada
characters and numbers recognition. The handwritten Kannada
character to be recognized is acquired in the form of a grey
scale cropped images, this image is preprocessed using size
normalization, binarization and thinning to make it more
suitable for further analysis. The features are extracted from the
preprocessed image by dividing it into zones, finding the
distance from centroid of image and zone centroid to each fore-
ground pixel in the zones and finding the density of fore-
ground pixels in each zone. These features are combined
together to form a feature vector. The classifier is priorly
trained with the features of the training set images. The feature
extracted from the testing set is given to the classifier for the
recognition of the character.

Read Input Image

'

Pre-Processing

'

Feature Extraction
(Zone-Wise)

A 4

Classification
(KNN and LDA)

'

Recognized Output

Fig. 1. Flow Chart for Kannada Character Recognition
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A. Preprocessing 1. Compute the input image centroid (shown in fig. 5).

The pre-processing techniques used are size normalization,
binarization and thinning.

Size Normalization: There was no size constraints
considered while writing the character. Therefore to bring all
the characters into uniform size of 129x129, size normalization
is performed [6]. Fig. 2 shows Size Normalization.

Fig. 5. Image Centroid

2. Divide the input image in to 9 equal zones (as shown in
— fig. 6).

Original Image Size Normalzed Image

Fig. 2. Size Normalization

Binarization: Images acquired may be in different formats.
So they are all converted into binary form for further
processing [7]. The output image of binarization has been
negated for further processing. Fig. 3 shows the output image Fig. 6. Dividing Image into Zones
of binarization.

3. Compute the distance ED (Euclidean distance) between
the image centroid to each pixel present in the zone.

ED (p,q) = V(q1-p1)>+(q2-p2)? )

Repeat step 3 for the entire pixel present in the zone.
Compute average distance between these points.
Repeat this procedure sequentially for the entire zones.

N o g &

Finally, 9 such features will be obtained for classification

Fig. 3. Binarization and recognition.

Thinning: When the character is written, the thickness 8- Compute the zone centroid.
level of pixel varies. So thinning [8] is performed on it to make
it one pixel wide. The fig. 4 below shows thinned image.

Fig. 7. Zone Centroid

9. Compute the distance between the zone centroid to each
pixel present in the zone, compute average distance
between these points.

10. Repeat this for all the zones in the image. Finally 9 such
features are obtained.

Fig. 4. Thinning

B. Feature Extraction . . .
Feature extraction is an important step in pattern 11. Compute the density of pixels present in each zone.

classification. It extracts the important information that 12 Repeat step 11 for all the zones present in the image to

characterises each class. obtain 9 such features.
Proposed Algorithm: Finding image centroid, zone centroid 13. Repeat step 11 to 12 for 4 equal zones to obtain 4 such
[9] with its respective distances and density of the pixels. features.

14. Combine all the features obtained to form a feature
extraction vector (9+9+9+4).
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The final feature vector is formed by combining the output
of algorithm with the bounding box, and ratio of major axis
length and minor axis length. The feature vector of
9+9+9+4+2 (i.e.33 features) for a single character image is
obtained.

C. Classification

Classification is the process of correctly assigning
unknown patterns to their respective pattern class [1]. In our
work we have fused LDA and KNN by comparing the
classifier outputs to obtain a higher accuracy. The nearness
between the test sample and every sample in the database is
determined by KNN [24] using Euclidian distance as depicted
in (1). The least distance between them is used to recognize
the character. The degree of variability of classes is
comparatively less in KNN. LDA recognizes the character by
finding the difference between the classes. It is closely related
to analysis of variance. It reduces the variance between same
classes and increases the variance between different classes.
LDA [24] is used because it gives good performance for
multifont independent Optical Character Recognitions
(OCR’s), robust to noise and adaption across languages.

I1l.  RESULTS AND DISCUSSIONS

A. Database

Kannada has 49 characters which include 15 vowels and 34
consonants. The number of theoretically possible
combinations of vowel- consonant is 510 and vowel-
consonant-consonant in Kannada script is 17340. As the
number of classes is more, as an initial attempt we have
considered only vowels, consonants and numbers separately
for recognition. As there is no database available
commercially we created our own database. For the purpose of
training we collected 10 samples for each numbers, 25
samples each for vowels and 30 samples each for consonants.
For testing purpose, 5 samples each for vowels, consonants
and numbers is been collected. Therefore total of 1495
samples for training and 295 samples for testing was collected
to create a database. Fig. 8 shows few samples of the database.

e ed
L3 S
I_o&_

Fig. 8. Samples from the Database

As our work involved recognition of Kannada characters and
numerals we initially considered only distance metric to
extract features but accuracy obtained was less, therefore we
also computed pixel density and included it in the feature
vector.
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B. Experiment on vowels

In our project we collected 30 samples for each character in
vowels out of which 25 samples were taken for training and 5
samples were taken for testing purpose. The features are
extracted from the pre-processed training set images, which
were used to train the classifier. To extract features we
initially considered only pixel distance which resulted in less
accuracy, so in order to increase the accuracy we also
considered pixel density, bounding box along with ratio of
major axis and minor axis. We obtained an accuracy of 80%
for KNN and 86.6% for LDA classifiers. But the characters
that are easily recognized by one classifier were not
recognized by the other classifier which resulted less accuracy,
thereby to achieve a higher recognition rate in classifier level
we have fused the classifiers. The classifiers are fused such
that the recognition results obtained by both the classifiers are
compared and one of which gives a higher accuracy is
considered as the final result for the character. The overall
accuracy obtained using the proposed algorithm after fusing
the classifiers is 94.6%. Table 1 shows the experimental
results for vowels using different zones and varying the
number of training samples. Table 2 shows the result of fused
classifier for vowels compared with individual classifiers. For
testing purpose 5 samples for each character was used.

Table 1: Tabulation of Vowels Results
KNN LDA
16 ZONES, 10 TRAINING
SAMPLES 32% 41%
16 ZONES, 20 TRAINING
SAMPLES 38% 53%
9 ZONES, 20 TRAINING
SAMPLES 66% 73%
9 ZONES, PIXEL DENSITY
20 TRAINING SAMPLES 69% 74%
9 ZONES, PIXEL DENSITY
25 TRAINING SAMPLES 80% 86.6%

Table 2: Tabulation of Vowels Results for Fused Classifier.
KNN 80%

LDA 86.6%

FUSED CLASSIFIER 94.6%

C. Experiment on consonants

For consonants we collected 35 samples for each character,
out of which 30 samples were taken for training and 5 samples
were taken for testing purpose. The features are extracted from
the pre-processed training set images, which were used to train
the classifier. To extract features we initially considered only
pixel distance which resulted in less accuracy, so in order to
increase the accuracy we also considered pixel density,
bounding box along with ratio of major axis and minor axis.
We obtained an accuracy of 73% for KNN and 80% for LDA
classifiers. But the characters that are easily recognized by one
classifier were not recognized by the other classifier which
resulted less accuracy, thereby to achieve a higher recognition
rate in classifier level we have fused the classifiers. . The
overall accuracy obtained using proposed algorithm after
fusing the classifiers is 84.7%. Table 3 shows the
experimental results for consonants using different zones and
varying the number of training samples. Table 4 shows the
result of fused classifier for consonants compared with
individual classifiers. For testing purpose 5 samples for each
character was used.
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Table 3:  Tabulation of Consonants Results
KNN LDA
16 ZONES, 10 TRAINING SAMPLES
21% 25%
16 ZONES, 20 TRAINING SAMPLES
48% 57%
9 ZONES, 20 TRAINING SAMPLES
67% 70%
9 ZONES, PIXEL DENSITY 25 TRAINING
SAMPLES 71% 76%
9 ZONES, PIXEL DENSITY 30 TRAINING
SAMPLES 73% 80%

Table 4: Tabulation of Consonants Results for Fused Classifier

KNN 73%

LDA 80%

FUSED CLASSIFIER 84.7%

D. Experiment on numbers

For numbers we collected 15 samples for each number, out
of which 10 samples were taken for training and 5 samples
were taken for testing purpose. The features are extracted from
the pre-processed training set images, which were used to train
the classifier. The overall accuracy obtained using the
proposed algorithm and fused classifier is 98%. Table 5 shows
the result of fused classifier for numbers compared with
individual classifiers. For testing purpose 5 samples for each
character was used.

Table 5: Tabulation of Numbers Results for Fused Classifier

KNN 96%
LDA 98%
FUSED CLASSIFIER 98%

IV. CONCLUSION AND FUTURE WORK

In our work we have presented a Hydrid zone based feature
extraction algorithm and fused classification for handwritten
offline Kannada character recognition. For feature extraction
the combination of distance metric and pixel density algorithms
are considered. For fusion of classifiers KNN and LDA is used.
We have obtained 94.6%, 84.7% and 98% recognition rate for
Kannada vowels, consonants and numerical respectively. By
using zone based feature extraction we have achieved good
recognition result even when certain preprocessing steps like
filtering, smoothing and slant removing are not considered. By
using 9 zones a higher accuracy is obtained compared to other
zones. Using pixel density along with distance metric gives a
greater recognition rate than using only distance metric. The
recognition rate of fused classifier, provide best results than
individual KNN and LDA classifier. This recognition system
can be used for both printed and handwritten characters. This
system can be used to recognize characters of other languages
given that the classifier is trained with database of those
languages. Our results are comparable to those using zone wise
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feature extraction methods in terms of accuracy for offline
handwritten Kannada characters and numerical recognition
system.

The future work aims to improve the accuracy (recognition
rate) by improving the features and using different classifiers.
Also we can extend the work for recognition of Kagunita,
words and higher level of Kannada scripts and also for other
languages.
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