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Abstract 

Number of transmission is very high to 

transmit the data to a receiver in static approach. At 

the same time number of duplicate data will be 

occurring. So we use dynamic approach to eliminate 

the number of transmission in a network. The 

proposed algorithm uses position information in order 

to design a strong self-pruning condition. Moreover, 

having position information may not be practical in 

some applications. So we design a hybrid (i.e., both 

neighbor-designating and self-pruning) broadcast 

algorithm and show that the algorithm can achieve 

both full delivery and constant approximation only 

using connectivity information. A set of nodes form a 

dominating set (DS) if every node in network is either 

in the set or has a neighbor in the set. A DS is called a 

connected dominating set (CDS). Here we are finding 

the minimum CD 

1. Introduction 

In this project it shown that Local Broadcast 

algorithm based on the static approaches cannot 

achieve good approximation factor to the optimum 

solution when using static approach, local algorithms 

determine the status of each node proactively based on 

local topology information and priority function. . 

However, constant approximation factor is achievable 

if position information is available. In the dynamic 

approach, local algorithms determine the status of each 

node “on-the-fly” based on local topology information 

and broadcast state information. Using the dynamic 

approach, local broadcast algorithms can achieve a 

constant approximation factor to the optimum solution 

when position information is available and position 

information is not available. Here we are selecting the 

dominant set (DS) for the transaction. Which node has 

maximum number of ID that will be selected as a 

dominant set (DS). Scope of the project is enables the 

fast transmission between nodes. And also reduces the 

redundancy between the transmissions. In this, we are 

using two approaches static and dynamic for what 

means to broadcast algorithm in wireless network. It 

determines the status of each node to transmit the data.      

   

One of the fundamental operations in wireless 

ad hoc networks is broadcasting, where a node 

disseminates a message to all other nodes in the 

network. This can be achieved through flooding, in 

which every node transmits the message after 

receiving it for the first time. However, flooding can 

impose a large number of redundant transmissions, 

which can result in significant waste of constrained 

resources such as bandwidth and power. In general, 

not every node is required to forward/transmit the 

message in order to deliver it to all nodes in the 

network. A set of nodes form a Dominating Set (DS) if 

every node in the network is either in the set or has a 

neighbor in the set. A DS is called a Connected 

Dominating Set (CDS) if the sub graph induced by its 

nodes is connected. Clearly, the forwarding nodes, 

together with the source node, form a CDS. On the 

other hand, any CDS can be used for broadcasting a 

message (only nodes in the set are required to 

forward). Therefore, the problems of finding the 

minimum number of required transmissions (or 

forwarding nodes) and finding a Minimum Connected 

Dominating Set (MCDS) can be reduced to each other. 

Unfortunately, finding a MCDS (and hence minimum 

number of forwarding nodes) was proven to be NP 

hard even when the whole network topology is known. 

A desired objective of many efficient broadcast 

algorithms is to reduce the total number of 

transmissions to preferably within a constant factor of 

its optimum. For local algorithms and in the absence 

of global network topology information, this is 

commonly believed to be very difficult or impossible. 

The existing local broadcast algorithms can be 

classified based on whether the forwarding nodes are 

determined statically (based on only local topology 

information) or dynamically (based on both local 

topology and broadcast state information). In the static 

approach, the distinguishing feature of local 
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algorithms over other broadcast algorithms is that 

using local algorithms any local topology changes can 

affect only the status of those nodes in the vicinity. 

Therefore, local algorithms can provide scalability as 

the constructed CDS can be updated, efficiently. The 

existing local algorithms in this category typically use 

a priority function known by all nodes in order to 

determine the status of each node. In this paper we 

show that, using only local topology information and a 

globally known priority function, the local broadcast 

algorithms based on the static approach are not able to 

guarantee a good approximation factor to the optimum 

solution (i.e., MCDS). On the other hand, we show 

that local algorithms based on the static approach can 

achieve interesting results such as a constant 

approximation factor and shortest path preservation if 

the nodes are provided with position information. In 

the dynamic approach, the status of each node (hence 

the CDS) is determined “on-the-fly” during the 

broadcast progress. Using this approach, the 

constructed CDS may vary from one broadcast 

instance to another even when the whole network 

topology and the source node remain unchanged. 

Consequently, the broadcast algorithms based on the 

dynamic approach typically have small maintenance 

cost and are expected to be robust against node 

failures and network topology changes. Many local 

broadcast algorithms in this category use local 

neighbor information to reduce the total number of 

transmissions and to guarantee full delivery (assuming 

no loss at the MAC/PHY layer). Others, such as 

probability-based and counter-based algorithms, do 

not rely on neighbor information. These algorithms 

typically cannot guarantee full delivery but eliminate 

the overhead imposed by broadcasting “Hello” 

messages or exchanging neighbor information.  

 

 
 

 

Fig 1: Path selection from source to destination 

 

Many of the existing neighbor-information-

based broadcast algorithms in this category can be 

further classified as neighbor-designating and self-

pruning algorithms. In neighbor- designating 

algorithms, each forwarding node selects some of its 

local neighbors to forward the message. Only the 

selected nodes are then required to forward the 

message in the next step. For example, a forwarding 

node u may select a subset of its 1-hop neighbors such 

that any 2-hop neighbor of u is a neighbor of at least 

one of the selected nodes. In self-pruning algorithms, 

on the other hand, each node decides by itself whether 

or not to forward a message. The decision is made 

based on a self-pruning condition. For example, a 

simple self-pruning condition employed in  is whether 

all neighbors have been covered by previous 

transmissions. In other words, a node can avoid 

forwarding/rebroadcasting a message if all of its 

neighbors have received the message by previous 

transmissions. In, it was shown that neither neighbor-

designating nor self-pruning algorithms can guarantee 

both full delivery and a constant approximation if they 

use only 1-hop neighbor information and do not 

piggyback information into the broadcast packets. The 

authors then proposed a self-pruning algorithm based 

on partial 2-hop neighbor information and proved that 

the algorithm achieves a constant approximation to the 

optimum solution and guarantees full delivery. 

However, in their proposed algorithm, each node was 

assumed to have its (approximate) position 

information, which is not practical in some 

applications/scenarios. Also, having position 

information can provide nontrivial information in 

wireless ad hoc networks and can greatly simplify the 

problem. As such, we wish to know whether similar 

results can be obtained without using position 

information. In this paper, we answer this remaining 

question in the positive—we propose a local broadcast 

algorithm based on 2-hop neighbor information and 

prove that it guarantees a constant approximation to 
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the optimum solution. The proposed algorithm is both 

neighbor-designating and self pruning, i.e., the status 

of each node is determined by itself and/or other 

nodes. In particular, using our proposed algorithm, 

each broadcasting node selects at most one of its 

neighbors to forward the message. If a node is not 

selected to forward, it has to decide, on its own, 

whether or not to forward the message. 

 

2.1 System Model and Assumptions  

 
We assume that the network consists of a set 

of nodes V. Each node is equipped with omni 

directional antennas. Every node u 2 V has a unique 

id, denoted  id(u), and every packet is stamped by the 

id of its source node and a nonce, a randomly 

generated number by the source node. For simplicity, 

we assume that all nodes are located in two-

dimensional space. However, all the results presented 

in this paper can be readily extended to three 

dimensional ad hoc networks. To model the network, 

we assume two different nodes u 2 V and v 2 V are 

connected by an edge if and only if |uv|<=  R, where 

|uv| denotes the Euclidean distance between  nodes u 

and v and R is the transmission range of the nodes.  

 

Fig 2: System Model 

Thus, we can represent the communication 

graph by GðV ;RÞ, where V is the set of nodes and R 

is the transmission range. This model is, up to scaling, 

identical to the unit disk graph model, which is a 

typical model for two dimensional ad hoc networks. In 

reality, however, the transmission range can be of 

arbitrary shape as the wireless signal propagation can 

be affected by many unpredictable factors. Finally, we 

assume that the network is connected and static during 

the broadcast and that there is no loss at the 

MAC/PHY layer. These assumptions are necessary in 

order to prove whether or not a broadcast algorithm 

can guarantee full delivery. Note that without these 

assumptions even flooding cannot guarantee full 

delivery. 

 

2.2 Overview of proposed algorithms 

The proposed algorithm uses position 

information in order to design a strong self-pruning 

condition. But in existing, we observed that position 

information can simplify the problem of reducing the 

total number of broadcasting nodes. Moreover, having 

position information may not be practical in some 

applications. So we design a hybrid (i.e., both 

neighbor-designating and self-pruning) broadcast 

algorithm and show that the algorithm can achieve 

both full delivery and constant approximation only 

using connectivity information. A set of nodes form a 

dominating set (DS) if every node in network is either 

in the set or has a neighbor in the set. A DS is called a 

connected dominating set (CDS). Here we are finding 

the minimum CDS.  
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2.3 Objective of the Proposed Work 

The main objective of the project is to reduce 

the number of transmission. Suppose if we are not 

reducing transmission, we will get redundant data. In 

this, two approaches are used (static and dynamic) as 

broadcast algorithm in wireless ad hoc network.  

Local broadcast algorithms determine the status of 

each node to transmit the data. It is possible if even 

position information is not available. 

2.4 Proposed algorithm for Transmissions 

(Hybrid algoritm) 

1:  Extract ids of the broadcasting node and the 

selected node from the received message m 

2:  if u has broadcast the message m before then 

3:  Discard the message 

4:  Return 

5:  end if 

6:  if u receives m for the first time then 

7:  Create and fill the list List (m) 

8:  end if 

9:  Update the list List (m) 

10:  Remove the information added to the 

message by the previous broadcasting node 

11:  if List(m) = ∅ then 

12:  Select an id from List (m) and add it to the 

message 

13:  Schedule the message {(*only update the 

selected id if m is already in the queue*)} 

14:  else {(*List (m) = ∅ in this case*)} 

15:  if u was selected then 

16:  Schedule the message {(*only remove the id 

of the selected neighbor if m is already in the 

queue*)} 

17:  else 

18:  Remove the message from the queue if u has 

not been selected by any node before 

19:  end if 

20:  end if 

 

3. Conclusion and Future Work 

Local broadcast algorithms based on the static 

approach cannot guarantee a small sized CDS if the 

position information is not available. I showed that a 

constant approximation factor is achievable using 

position information. Using the dynamic approach, the 

constant approximation is possible using 

(approximate) position information. In this paper, I 

showed that local broadcast algorithms based on the 

dynamic approach do not require position information 

to guarantee a constant approximation factor.  

It avoid the problem in the existing by 

selecting the dominant set (DS) for the transaction 

between two nodes. In the proposed the number of 

transmission is very less so the less number of 

redundant data occurred. It guarantees full delivery of 

data using local broadcast algorithm and also a 

constant approximation to the optimum solution. 

Algorithm used in which the status of each node is 

decided “on-the-fly”.  
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