Implementation of Traffic Engineering in MPLS Network by Creating TE Tunnels using Resource Reservation Protocol and Load Balancing the Traffic
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Abstract- Traffic engineering (TE) is most effective in networks where some links are heavily utilized and have little or no bandwidth available while others carry little or no traffic. It is of great importance to the recent development of mobile and wireless technologies. Without the process of TE, there is possibilities of having under-utilization and over utilization problems along the link. It is necessary to consider the implementation that would avoid the goal of network and unguaranteed bandwidth delivery. Therefore, the operations and service providers require seamless combination of network protocols with an improved quality of service (QOS). This paper will be focusing on Resource Reservation Protocol Tunneling Extension MultiProtocol Layer Switching (RSVP-TE MPLS) for sustainable mobile wireless networks. This will make provision of bandwidth allocation possible by implementing the configuration of the dynamic and static LSPs (Label Switching Paths). The network model designed will be used for this purpose by using simulation approach. The verification of the MPLS model will be presented. It will eventually maximize bandwidth utilization, minimize operation cost and improve QOS.
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1. INTRODUCTION
Traffic engineering (TE) broadly defines the optimization of functional abilities of the network [1]. This optimization is done by diverting the traffic to the paths that are lightly loaded in order to balance the load amongst the paths as per the various metrics calculated. Methodologies for TE proposed all over the world can be divided in to state dependent and time dependent. Time dependent functionalities engineer the traffic on the basis of long time scale. On the other hand, state dependent methods alter the traffic in short time scale depending on the different metrics calculated online or offline of the present traffic. The aim of both these methods of course is to balance the traffic so as to avoid the congestion. Present day IP network relies on the best effort service but as there is considerable growth of the applications that rely on the services of the Internet for their operation, there is huge competition amongst the ISPs to provide Quality of Service (QoS). QoS refers to the transport of traffic in the network as per the agreement between the user and the ISP which is known as Service Level Agreement (SLA).

Internet Engineering Task Force (IETF) proposed Multiprotocol Label Switching (MPLS) technology had been in existence for decades. However, much work has not been employed using this mechanism for the purpose of bandwidth management to solve the critical problem of delay. In addition, this is a technique that would utilize the available bandwidth to meet the requirement of QoS is required.

The routine maintenance of network performance is an important challenge for the respective operators in in-built features of wireless networks. The main purpose of operators is to satisfy their subscribers by providing the QoS requested. This indicates that the only key to QoS is the resource management, which is made up of the decision of whether to accept the request for a net flow and then to manage flow servicing so that the QoS guarantees are met [9-12]. These two aspects of the resource allocation are called “admission control” and “scheduling”.

Radio resource management (RRM) is the system level control of radio transmission characteristics in wireless communication systems [13, 14]. This system allows...
parameters such as transmit power, transmit rate and modulation scheme to be controlled in order to utilise the limited radio spectrum resources and radio network infrastructure efficiently. In order to achieve an improved and efficient utilisation of resources, adaptive RRM schemes that can adjust the radio communication parameters dynamically to the QoS and throughput requirements are considered.

These schemes are particularly considered in the design of wireless systems [15-17], in view of maximizing the system spectral efficiency without sacrificing the system performance.

I. MPLS TRAFFIC ENGINEERING (MPLS-TE)

MPLS is one of the tools that can be used to implement traffic engineering. An MPLS network is of the type that gives preferential treatment to certain types of traffic, which needs to have TE-configured differently from a network that does not. TE implementation that accommodates traffic of different priorities is said to be DiffServ-aware. MPLS. Core networks shown in Fig.1.2 and Fig.1.3 include two LSP scenarios: a dynamic (full mesh) LSP model and a static LSP model. The dynamic LSP can be configured with explicit or Constraint-based SPF (CSPF) routes. This will calculate an optimum explicit route (ER), based on specific constraints. CSPF relies on a Traffic Engineering Database (TED) to do those calculations. The resulting route is then used by RSVP-TE. At the beginning of the simulation, all dynamic LSPs are signaled using RSVP or Constraint-based LDP (CR-LDP). Static LSPs are not signaled.

A. Differentiated Services MPLS Traffic Engineering (DSTE)

The Differentiated Service MPLS Traffic Engineering (DSTE) is an aspect which combines the capabilities of QoS and DSTE capabilities of MPLS to allocate bandwidth and control QoS for various virtual networks (also known as the class of service in DSTE). The allocation of bandwidth to each class type and provision of bandwidth protection and QoS can be implemented using admission control. There are three “bandwidth constraint models” which have been experimental (Request for comments) to control bandwidth allocation/protection within the DSTE framework.

It is illustrated that with the implementation of the constraint models, RDM can yield poor results since the pre-emption is not enabled. In the case of analysis and simulation results of Maximum Allocation with reservation (MAR) and Maximum Allocation Model (MAM) bandwidth constraint models, the MAR bandwidth constraints model perform better than the MAM bandwidth constraints model.

B. Resource Reservation Protocol (RSVP)

In the past, packet switch networks have been supporting multimedia applications for those that integrate audio, video, and data. There are two different approaches developed to provide adequate QoS: Integrated services and Differentiated services. The RSVP uses the integrated services approach. RSVP is a state-establishment protocol that will enable the Internet to support real-time and multimedia applications, such as teleconferencing and teleconferencing applications. These applications require reservations to be in the Internet routers, and RSVP is the protocol to set up for these reservations. The key features of RSVP include flexibility, robustness, scalability through the receiver control reservations, sharing of reservations and use of IP multicast for data distribution. RSVP is not a routing protocol but works in conjunction with the routing protocol. It is usually referred to as signaling protocol used in MPLS Traffic Engineering.

C. MPLS Model Scenarios

The label forwarding in MPLS begins at the ingress edge router called Label Edge Router (LER router) in which the label is assigned and imposed by the IP routing process. This is followed by the swapping of labels on the contents of the label forwarding table in the core using Label Switch Router (LSR). At the egress edge router, the label is disposed and a routing lookup is used to forward the packet. Therefore, LSR form the basis for labeled packets forwarding (label swapping) while Edge LSR labels IP packets and forwards them into the MPLS domain, or removes labels and forwards IP packets out of the MPLS domain.

Dynamic LSPs with CSPF routes must use a routing protocol based on the SPF algorithm. Specifically, make use of OSPF or IS-IS as a routing protocol. All the routers (LERs and LSRs) along the route are defined by the LSP using MPLS_E-LSP_DYNAMIC object to provide the linkages. Then, an update of the LSP details is obtained before the simulation. This simulation uses signaling protocol (RSVP-TE) to establish an LSP from source to destination.
Also, network model in Fig.1.3 shows the static LSP configuration of the MPLS with the LSPs created from ingress LER1 to egress LER1 and from ingress LER2 to egress LER2. It is then compared with the scenario of the dynamic LSP configuration. Each connection request has a unique LSP identity (ID) assigned by either the ingress LER1 or ingress LER2. All the signaling messages generated by a request will contain this ID: the reply to the signaling messages will also contain this ID.

D. MPLS Model Verification and Analysis

OPNET simulator is very useful when working with complex networks with a big number of devices and traffic flows, or in networks where a little change could be critical. Prior to any change in the implementation, it is possible to predict the behavior and to verify the configurations of the devices. Generally, probability theory and statistics will be used for the validation and further verification of the network model. As the simulation model has gained an improvement, the need to verify and validate the model is of highly considerable. Verification determines whether the model performs the intended function and meets the required specifications. The fundamental procedure of verification is testing that the OPNET tools and mathematical model are working properly.

Let the Average rate and utilisation be $A_r$ and $\rho$ respectively

$$C = \text{buffer service capacity (bits/sec)}$$

$$n = \frac{\rho * C}{A_r}$$

$$\text{Mean}_\text{delay} \left(w\right) = \frac{1}{\mu C - \lambda} = \frac{1}{\frac{1}{\mu} - \lambda}$$

Furthermore, the Mean Opinion Score is presented for all simulations. It is defined as a measure of Quality of Experience (QoE) for voice user in the network. The E-Model defined as the statistical estimation of quality measures. The R-factor is called rating factor which is used to measure the quality of the voice call based on parameters such as packet end-to-end delay, packet loss etc. It is expressed as follows [22-29]

$$R = 94.2 - I_d^* - I_e^*$$

Id is the impairment caused due to the delay of voice signals and Ie is the impairment caused due to the packet losses in the network. The specification below are given in [22-27].

- $R \leq 0$ $\text{MOS} = 1$
- $0 < R < 100$ $\text{MOS} = 1 + 0.0035 * R + 10^{-6} * R * (R - 60)(100 - R)$
- $R > 100$ $\text{MOS} = 4.5$
It is the value of c, which provides least square fit (LSF) to the network model. The value of c is estimated to be 0.8120, which implies that error is minimized when minimizing the value of c.

E. Results and Discussions

It can be seen that all the results are tentatively to change for further research work by way of validation and refinement. As for the results of the implementation, the dynamic and static configurations of voice and video conference are used which yielded results as shown in Fig.6 to Fig.12. Table I depicts rating value and users satisfaction in term of services.

Linear relationship between mean opinion score and rating factor using theoretical and simulation outputs is shown in Fig.4. There is a deviation from 4.03 and 3.65 of MOS reaching the highest value of 4.34 and 3.84 at the R-value of 80 and 90 respectively. While the graphical representation of the throughput and delay is illustrated in Fig. 5. This implies that throughput is inversely proportional to the delay in the network with an approximate exponential decrement as shown in equation 4.

In Fig. 6, the plot demonstrates the overall throughput of the designed model. The output of the performance indicates that there is an absolute packet delivery from one access point to another. This is likely to be a better communication point-to-point link with an approximate value of 63% packets received for both voice and video.

As shown in Fig. 7, packet deliver fraction of the dynamic configuration has considerable amount of throughput than static configuration with application of video-conferencing. There is a tremendous increase in the transmission of packets from one end of the site to another end of the site. However, there exist sloppy decrease at the maximum for both.

As can be seen from Fig. 8, the throughput received is able to increase rapidly to an average of about 13 kbps and 12 kbps for both configurations using voice. There appears a slight gap between dynamic and static configuration with indication that conversational and streaming classes are mainly intended to carry real-time traffic flows as stated in [28].

The Fig. 9 and Fig. 10 illustrate the packet delay variation (jitter) while Fig. 11 and Fig. 12 show packet end-to-end delay for both video and voice traffics. As for the packet delay variation, there is an uprising to the average peak of about (0.2 s / 0.05 s) for voice and (1.4 s / 1.0 s) for video in static and dynamic configurations, which later remain steady. Also, end-to-end delay appears to follow the same pattern in which that of the voice has to reach up to (1.25 s / 0.65 s) and video has the peak of 3.9 s / 3.7 s ) respectively.

### Table I. Relation between R-value and user satisfaction

<table>
<thead>
<tr>
<th>R-value</th>
<th>MOS</th>
<th>User satisfaction</th>
</tr>
</thead>
<tbody>
<tr>
<td>90</td>
<td>4.34</td>
<td>Very satisfied</td>
</tr>
<tr>
<td>80</td>
<td>4.03</td>
<td>Satisfied</td>
</tr>
<tr>
<td>70</td>
<td>3.60</td>
<td>Some users dissatisfied</td>
</tr>
<tr>
<td>60</td>
<td>3.10</td>
<td>Many users dissatisfied</td>
</tr>
<tr>
<td>50</td>
<td>2.58</td>
<td>Nearly all users dissatisfied</td>
</tr>
</tbody>
</table>

![Fig. 4. MOS values against Rating factor](image1)

![Fig. 5. Power of the Network](image2)
Fig. 10. Average Packet delay variation using Static and Dynamic LSP (voice)

Fig. 7. Average Videoconferencing Traffic received using Static and Dynamic LSP

Fig. 8. Average Voice Traffic received using Static and Dynamic LSP

Fig. 9. Average Packet delay variation using Static and Dynamic LSP (video conferencing)

IV. CONCLUSION AND FUTURE PLAN

In summary, some of the proposed bandwidth management techniques had been reported in the literature review. The approach we used in this piece of research is similar to that reported in [1]. Therefore, a thorough study of the performance of the MPLS technology using static and dynamic configurations are implemented.
This would sustain the future exponential increment in user demand with adequate allocation of bandwidth. This is verified using the theoretical and simulation results of mean opinion score, which have moderate performance due to low values of end-to-end delay, low queue delay, and high throughput.

The use of MPLS technology to implement bandwidth management in future mobile wireless network is reliable and profitable due to its valuable cost to the both operators and service providers. As a result of this, it will yield sustainable quality of services to the users. Then the critical problem of delays such as end-to-end delay, queue delays, and packet delay variation would be drastically reduced.

However, it will be an additional cost to deploy MPLS technology to the existing network, instead of eliminating existing IP technology together with the facilities completely.

Performance evaluation of the QoS schemes such FIFO, PQ, and WFQ will be employed to assess the services provision to the users. Further analysis of the MPLS traffic engineering (MPLS-TE) will put into consideration for the adequate allocation of bandwidth to the next generation of mobile and wireless networks. More verification, validation, and refinement of the model designed would be required to meet the requirements of the data rates and minimum bandwidth specification for 5G technology.
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