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Abstract— The system identifies the recipient eligibility 

investment credit at Bank BPD Aceh to the recipients still done 

manually on each process, which consists of a file for a process, 

selecting the files, interviews, observation for prospective 

Customers are still done manually. In order to overcome the 

existing problems, then made a classification system for 

identifying the Investment Credit with data mining using K-

Nearest Neighbor method to identify objects or people that are 

similar to consider several criteria. 

 

Thus the results of the grouping which has been designed to 

assist the Aceh Bank in the identification process Investment 

Loan recipients based on criteria that have been determined so 

that the grouping and decision making can be more rapid, 

precise, and accurate and avoid mistakes.  

 
Keywords— Data Mining, K-Nearest Neighbor, Eligible 

Creditor, Case Based Reasoning, Expert System 

I. INTRODUCTION  

Credit is a financial facility that allows a person or business 

entity to borrow money to buy products and pay it back 

within the prescribed period. UU no. 10 of 1998 states that 

the credit is the provision of money or bills can be equated 

with it, based on agreements between bank lending with 

another party that requires the borrower to repay the debt 

after a certain period of time with interest. One credit give 

authorities are Bank Aceh. Bank Aceh Had some types of 

credit offered to customers, one of which is the investment 

credit. but in any determination of the provision of credit 

acceptance is done is not easy, because the Bank Aceh apply 

some procedures and eligibility requirements for credit 

recipients. And from several disciplines who used one of 

them is Data Mining[1] [2] [3]. 

 

Data Mining is a discipline of artificial intelligence 

(Artificial Intelligence). In data mining, there are several 

methods in accordance with its use includes: Predictions, 

association, classification, clustering, and Estimation[1]. In 

this method of classification, there are several methods 

including of K-Nearest Neighbor algorithm. It is one of the 

classification methods used to problem solving. In this case 

with the criteria used, Capacity (C1), Collateral (C2), Capital 

(C3), Condition (C4), Character (C5). Another variant of the 

K-Nearest Neighbor approach is Bayesian Theory.[4]  

  

II. THEORY  

A. Data Mining 

As new branch of science in the world of Computer Data 

mining itself is pretty hard to pin down, because science 

itself is a field of science that is pretty much the application 

moreover supported by the richness and diversity of the 

various disciplines that exist in Artificial Intelligence, 

Database, Statistics, Modeling Mathematical Processing 

Citra etc. Creating a more extensive application of data 

mining. Therefore, when translated, the data mining itself 

can be defined as a data mining process that produces an 

output in the form of new knowledge [1] [2] 

  

B.  K-Nearest Neighbor 

The nearest Neighbor algorithm is one method of 

classification, K-Nearest Neighbor (KNN) also includes a 

group of instance-based learning. This algorithm is also one 

lazy learning techniques. KNN is done by finding the objects 

in the group k closest training data (similar to) the object on 

the new data or data testing [5] . K-Nearest Neighbor 

algorithm is a method to perform the classification of objects 

based on the learning data that were located closest to the 

object. Nearest Neighbor is the approach to look for cases by 

calculating the affinity between new cases and an old case 

that is based on matching the weight of a number of existing 

features. [6] [7] 

Step 1: Determine the parameters K 

Step 2: Calculate Distance 

Step 3: Then sort these objects into groups the smallest  

Step 4: Collecting Y category 

Step 5: Using Nearest Neighbor most categories, the 

majority. 

Sample of illustration K-Nearest Neighbor 
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Figure I: Illustration 

 

For each training example <x, f(x)>, add the example to the 

list of training examples. Given a query instance xq to be 

classified. Let x1,x2….xk denote the k instances from 

training examples that are nearest to xq Return the class that 

represents the maximum of the k instances. Standard 

Euclidean Distance d(xi ,xJ ) = √(For all attributes a ∑ (xi,a 

– xJ,a)2 ) 

 

 

III. ANALYSIS AND DISCUSSION  

Analysis covered are K-Nearest Implementation Method 

neighbor to identify the recipient eligibility Credit 

Investment in PT. Bank BPD Aceh Medan. As described in 

the previous chapter that to determine the recipient of the 

investment loan there are several criteria that have been 

determined by the Bank of Aceh. Furthermore, the criteria 

that was used as a barometer to determine which customers 

can receive credit.[8] 

 

This algorithm is included methods of entering the 

classification algorithm which is where the supervision 

Learning the characteristics of the data indicated the 

presence of a label or a target. K-Nearest Neighbor is also 

the case with the closeness to seek proximity counting new 

cases with old cases, which is based on matching the weight 

of a number of existing features.[9] Suppose it is desirable 

to find a solution to a new patient using the solution of old 

patients.  To find a closeness between the new case with the 

case of the old ones, in this method, used the term 

"similarity" or commonality. Proximity usually is at a value 

between 1 and 0. [10] A value of 0 means that both cases 

absolutely not similar, on the contrary, if the value of 1 

means mean absolute cases have similarities. As it is known 

that the required data mining. Completion and the problem 

with using this method following are step solution: 

 

Table I: The Criteria and Weight 

Criteria Weights 

Capacity (C1)  0.3 

Collateral (C2) 0.3 

Capital (C3) 0.2 

Condition (C4) 0.1 

Character (C5) 0.1 

  

And these are Alternative of Creditor 

 

 

Table II: Data History 
Name of 

Creditor 

C1 C2 C3 C4 C5 Note 

A1 1 1 1 1 1 Accept 

A2 1 1 1 1 2 Accept 

A3 1 0 0 0 1 Reject 

 

   Table III: Next Creditor 
Name of 

Creditor 

C1 C2 C3 C4 C5 

A4 0 0 1 0 1 

 

 So, we must find the similarity value of Criteria: 

 

Table IV: Similarity from C1, C2, C3, C5 
HD NC Value 

0 0 1 

0 1 0.1 

1 0 0.1 

1 1 1 

 

Table V: Similarity from C4 
HD NC Value 

0 0 1 

0 1 0.1 

0 2 0.2 

1 0 0.1 

1 1 0 

1 2 0.1 

2 0 0.2 

2 1 0.1 

2 2 2 

Note:  

HD: History Data 

NC: New Creditor 
 

Calculate the value of proximity attribute condition new 

cases with case 1: 

- Similarity A1 and A4 

 

Table VI: Similarity A1 and A4 
Data C1 C2 C3 C4 C5 

A1 1 1 1 1 1 

A4 0 0 1 0 1 

Similarity 0.1 0.1 0 0.1 0 

Variable V1 V2 V3 V4 V5 

 

Distance 

= (V1*C1) + (V2*C2) + (V3*C3) + (V4*C4) + (V5*C5)/1 

= 0.07  
 

- Similarity A2 and A4 

 

Table VII: Similarity A2 and A4 
Data C1 C2 C3 C4 C5 

A2 1 1 1 1 2 

A4 0 0 1 0 1 

Similarity 0.1 0.1 0 0.1 0.1 

Variable V1 V2 V3 V4 V5 

 

Distance 

= (V1*C1) + (V2*C2) + (V3*C1) + (V4*C2) + (V5*C5)/1 

= 0.08 

Accept 

Reject 

1 

0 1 2 
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- Similarity A3 and A4 

 

Table VIII: Similarity A3 and A4 
Data C1 C2 C3 C4 C5 

A2 1 0 0 0 1 

A4 0 0 1 0 1 

Similarity 0.1 0 0.1 0 0 

Variable V1 V2 V3 V4 V5 

 

Distance 

= (V1*C1) + (V2*C2) + (V3*C1) + (V4*C2) + (V5*C5)/1 

= 0.4 

 

From the above result obtained as follow: 

 

Table IX: Rating 
Alternative Value Check 

nearest 

value of 

similarity 

A1 0.07 

A2 0.08 

A3 0.4 

 

Based on the results table closeness between the above 

cases, it can be concluded that the new case has enormous 

closeness to the case A3. Then the prospective new 

customers are said to have similar absolute closeness to the 

case 18 with the presentation of 0.4, so the classification is 

done above can be ensured that the candidate the new client 

will be denied credit application. And grouped into 

customers who are not accepted credit application. 

 

 

IV. CONCLUSION  

In this case using K-Nearest Neighbor method to solve the 

problem of eligible creditor of Aceh Bank. The result of 

study is K-Nearest Neighbor method to be useful of selection 

new creditor. Decision maker in Aceh Bank can using it as 

one of solution about it. Application in this section of 

method using data from Aceh Bank Medan. 
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