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Abstract- This paper describes a complete system for the
recognition of isolated hand written character as well as
streams of images by using counter algorithm and
Hidden-Markov model (HMM). The HMM has the
property that its states are not defined as a priory
information, but are determined automatically based on
a database of handwritten numerals images. In this
paper we have find the result of basic character
recognition using HMM, we have also try to find out the
wrong character recognition for colored text, colored
images for character recognition as well as we have also
checked for feature vector by default character
recognition used to compare the various algorithms
used.
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I. INTRODUCTION

Highlight in 1950’s [1], applied throughout the spectrum of
industries resulting into revolutionizing the document
management process. Optical Character Recognition or
OCR has enabled scanned documents to become more than
just image files, turning into fully searchable documents
with text content recognized by computers. Optical
Character Recognition extracts the relevant information and
automatically enters it into electronic database instead of the
conventional way of manually retyping the text. Optical
Character Recognition is a process by which we convert
printed document or scanned page to ASCII character that a
computer can recognize.[3] The document image itself can
be either machine printed or handwritten, or the
combination of two.

OCR has three processing steps, Document scanning
process, Recognition process and Verifying process. In the
document scanning step, a scanner is used to scan the
handwritten or printed documents. The quality of the
scanned document depends up on the scanner. So, a scanner
with high speed and color quality is desirable. The
recognizing process includes several complex algorithms
and previously loaded templates and dictionary which are
crosschecked with the characters in the document and the
corresponding machine editable ASCII characters. The
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verifying is done either randomly or chronologically by
human Intervention. Difference in font and sizes makes
recognition task difficult if preprocessing, feature extraction
and recognition are not robust. There may be noise pixels
that are introduced due to scanning of the image. Besides,
same font and size may also have bold face character as well
as normal one. Thus, width of the stroke is also a factor that
affects recognition. Therefore, a good character recognition
approach must eliminate the noise after reading binary
image data, smooth the image for better recognition, extract
features efficiently, train the system and classify patterns.

Segmentation of a document into lines and words and of
words into individual characters and symbols constitute an
important task in the optical reading of texts. Presently,
most recognition errors are due to character segmentation
errors (1). Very often, adjacent characters are touching, and
may exist in an overlapped. Therefore, it is a complex task
to segment a given word correctly into its character
components. The process of hand writing recognition
involves extraction of some defined characteristics called
features to classify an unknown handwritten character into
one of the known classes. A typical handwriting recognition
system consists of several steps, namely: preprocessing,
segmentation, feature extraction, and classification, several
types of decision methods, including statistical methods,
neural networks, structural matching (on trees, chains, etc).
The stochastic processing (Markov chains, etc.) have been
used along with different types of features [1-5]. The
advantage of HMM approach over ANN approach in optical
character recognition is that it can be easily extendible to the
recognition of handwritten characters.

In this paper, we will discuss how artificial neural network,
genetic algorithm and fuzzy logic can be used in optical
character recognition for the use of character recognition.

The remaining part of this paper is organized as follows:-
In section 1l, we will discuss the hidden markov model for
the character recognition and in section 111 we describe the
technique we have used for character recognition using
HMM, the experimental result of technique are given in
section 1V and in section V, we will conclude the paper and
give the future scope of this paper.
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1. HIDDEN MARKOV MODEL

A hidden Markov model is a doubly stochastic process,
with an underlying stochastic process that is not observable
(hence the word hidden), but can be observed through
another stochastic process that produces the sequence of
observations [1],[4],[6-8]. The hidden process consists of a
set of states connected to each other by transitions with
probabilities, while the observed process consists of a set of
outputs or observations, each of which may be emitted by
each state according to some output probability density
function (PDF) [9-11]. Depending on the nature of this PDF
function several kinds of HMMs can be distinguished.

Figure 2.1: Structure of hidden states

1. TECHNIQUE USED FOR CHARACTER
RECOGNITION USING HMM

Optical Character Recognition can be applied to recognize
text from any multimedia such as image, audio, video.
Automatic multimedia recognition is based on the computer
vision and pattern recognition application.[1] We can use
image processing , character positioning , character
segmentation , neural network to solve the problem of
image to text recognition.

Using a HMM, we can calculate the hidden states chain,
based on the observation chain and using classification
algorithm like viterbi alogithm or counter algorithms: of
hmm ,one can find the most likely result.
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Figure 3.1: figure showing what exactly software looks for

Stage at which HMM contour algorithm is applied as
classifier for Recognition

There are two steps in building a classifier: Training and
testing. These steps can be broken down further into sub-
steps.
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1. Training

a. Pre-processing — Processes the data so it
is in a suitable form for training.

b. Feature extraction — Reduce the amount
of data by extracting relevant
Information —usually results in a
vector of scalar values. (We also need

to normalize the features for distance
measurements!)

¢. Model Estimation — from the finite set of
feature vectors, need to estimate a model
(Usually statistical) for each class of the
training data.

2. Testing

a. Pre-processing
Feature extraction
c. Classification — Compare the feature
vectors to various models and find the
closest match. One can use a distance
measure also.
In this paper we have used the pattern classification process
for recognizing the characters which is shown below in
diagrammatic form.
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Figure 3.2 : pattern classification process used

We have used the feature extraction process which is given
below:

Given a segmented (isolated) character, what are useful
features for recognition?

1. Moment based features

Think of each character as a PDF. The 2-D moments of the
character are:

www.ijert.org 2529



W-1H-1

_ Bl £
mpq_ZZ.\ yf(x,9)

1=0 y=0

From the moments, we can compute features like:

1.Total mass (number of pixels in a binarized character)
2.Centroid - Center of mass

3.Elliptical parameters

4.Eccentricity (ratio of major to minor axis)

5.0rientation (angle of major axis)

6.Skewness

7.Kurtosis

8.Higher order moments

9.Hough and Chain code transform

10. Fourier transform and series

There are different methods for feature extraction or finding
an image descriptor, these methods lie into two categories

1. one which uses the whole area of the image
2. other that uses the contour or edges of the object

All the above methods use the contour of the object to
collect the object’s features.

V. EXPERIMENTAL RESULTS

We have applied contour algorithm on the edges of printed
and handwritten characters. With the help of contour
algorithm, a feature vector of an image or text is developed
when the character is first trained and this is used to
compare with the feature vector of the input during testing
or recognition phase. Contour algorithm works on sub-
algorithms like feature wvector algorithm, sector node
algorithm, pixel node algorithm and track node algorithm
but if the character is colored this contour algorithm will not
give you correct output. For this, the character or input first
has to be converted into gray image using otsu image
threshold algorithm and then the same process is applied as
in hmm counter algorithm for training and testing on the
updated image which will give you the correct output for the
colored printed and handwritten characters in English and
Hindi.

Few imp.code of contour algorithm is illustrated below:

Contour(x, x2);

x2.Save(destin.Text) ;

get_stuff(x2,1) ;

picBox1.Image=x2 ;

buttonl.Enabled=true ;}

public void feature_read(int pos,FileStream fileread)
{/IFileStream fileread=new
FileStream(pathl.Text,FileMode.OpenOrCreate,FileAccess.
Read);

StreamReader rite=new StreamReader(fileread) ;
string st1;

stl =rite.ReadToEnd() ;

int i=0,f=0;

string []IstrVals = st1.Split('v");

for (i=0;i<6;i++)

{for (int j=0;j<4;j++)

{for (int k=0;k<8;k++)
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{double currVal = double.Parse(strVals[f]);
f++

;featurein[pos].tracks[i].sectors[j].relations[k]=currVal:}}}

Figure 4.1:input for the image

Feature vector for the input is again used during
testing.Here is a part of code illustrating it.

featurein = new cfeature_vector[size];
distence=new double [size] ;

for (int i=0; i<size; i++)
{featurein[i]=new cfeature_vector() ;

)

Figure 4.2: feature vector developed
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Figure 4.3: Recognition of the input using contour algorithm for black and
white character along with its total mass

For the colored text , contour algorithm gives the wrong
output as shown below:

Figure 4.4: input for the image

Q

Figure4.5: figure illustrating the contour algorithm with wrong output for
colored text
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It is important to note here that the output here is recognized
as ‘ba’.lt is because we have used ‘ba’ in code for the

feature vector of Hindi character during training.

V. CONCLUSION AND FUTURE SCOPE
In this present work we have proposed an HMM based
approach for recognition of isolated handwritten Devnagari

characters as well as English characters along with the total
mass of character. The recognition result obtained from this
work varies from character to character. In HMM, contour
algorithm is used for training and testing. If input is colored
Figure 4.6: colored input for handwritten character character, the above algorithm will give wrong output , so
for that we have implemented otsu image threshold
algorithm. There are still some problems regarding the letter
segmentation. Sometimes adjacent letters are joined to each

other in such a way that they cannot be vertically separated
in the normal vertical histogram approach.
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