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Abstract

Now a day's almost every kind of product or service can be bought online huge things are available to the end-user through the World Wide Web. Nevertheless, a major problem is generated by this over-abundance of products and services, i.e., how to find the “right” information that satisfies the user needs and wants. This problem is only partially addressed by search engines (e.g., Google.com, yahoo.com or MSN.com, etc.). A search engine can support only the initial stages of the search process, i.e., it can locate Web sites where relevant information is available.

But search engines are keyword-based and are not much useful within a Web site to help the user to identify his preferred service. For this purpose, a new kind of high-quality customer service, many companies use intelligent helpdesk systems (e.g., case-based systems) to improve customer service quality. However, these systems face two challenges: 1) Case retrieval measures: most case-based systems use traditional keyword-matching-based ranking schemes for case retrieval and have difficulty to capture the semantic meanings of cases and 2) result representation: most case-based systems return a list of past cases ranked by their relevance to a new request, and customers have to go through the list and examine the cases one by one to identify their desired cases. To address these challenges, we develop iHelp, an intelligent online helpdesk system, to automatically find problem solution at terms from the past customer–representative interactions.

When a new customer request arrives, iHelp searches and ranks the past cases based on their semantic relevance to the request, groups are the relevant cases into different clusters using a mixture language model and symmetric matrix factorization, and summarizes each case cluster to generate recommended solutions. Case and user studies have been conducted to show the full functionality and the effectiveness of iHelp.

Index Terms—Case clustering, case summarization, intelligent helpdesk, semantic similarity.

1. Introduction

The 70% of the customers hit the road not because of the price or product quality issues but because they do not like the customer service [1]. Current customer service (also called helpdesk, call center, etc.) involves a lot of manual operations, which require customer service representatives to master a large variety of malfunction issues. Moreover, it is difficult to transfer knowledge and experience between representatives. Thus, many companies attempt to build intelligent helpdesk systems to improve the quality of customer service.

It is also many online intelligent systems but mainly suffer from keyword matching technologies and error-level information at the solution time. So we have proposed a new algorithm called semantic role parser, similarity score calculation. The main objectives of this automatically find the problem solution.
Given a new customer request, one common scenario of an intelligent helpdesk system is to find whether similar requests have been processed before. Helpdesk systems usually use databases to store past interactions (e.g., descriptions of a problem and recommended solutions) between customers and companies.

In a case-based system case collects all the information provided by the user during a recommendation session such as the user’s queries to the product catalogues, the selected products, and, in case the user is registered, some stable user-related preferences and demographic data. However, these case-based systems face the following two challenges.

1.1 Case retrieval measures: Given a new request from a customer, most case-based systems search and rank the documents of past cases based on their relevance to the request. Many methods have been proposed to determine the relevance of past cases to requests in database [2]–[6], and to perform similarity search [7]–[9]. However, these methods usually use traditional keyword-matching-based ranking schemes, which have difficulty in capturing the semantic meanings of the requests and the past cases.

For example, given a request “can you switch the computers?” most case-based systems would return past cases related to network switches. In addition, when the description of the cases or items becomes complicated, these case-based systems also suffer from the curse of dimensionality, and the similarity/distance between cases or items becomes difficult to measure [19]. New similarity measurements that are able to understand the semantic meanings in the requests and the past cases are thus needed.

1.2 Result representation: Most case-based systems return a list of past cases ranked by their relevance to a new request. Customers have to go through the list and examine the cases one by one to identify their desired cases. This is a time-consuming task if the list is long.

A possible solution is to organize the past cases into different groups, each of which corresponds to a specific context or scenario. This would enable the customers to identify their desired contexts at a glance. It is also necessary to generate a short and concise summary for each context to improve the usability.

2. Framework

Fig. 1 shows the framework of iHelp. The input of the system is a request by a customer and a number of past cases. First of all, the past cases are cleaned by removing formatting characters and stopping words; then, each of the cases is truncked into sentences and passed through a semantic role parser in the preprocessing step. Then, in the case-ranking module, the past cases are ranked based on their semantic importance to the preprocessed input request. The details of the proposed ranking method are discussed in Section V. Other than searching and ranking the relevant cases, iHelp also groups the top-ranking cases into clusters using a mixture model and SNMF. Finally, a brief summary for each case cluster is generated as a reference solution to the customer.

In existing system, a help desk is a place that a user of information technology can call to get help with a problem. In many companies, a help desk is simply one person with a phone number and a more or less organized idea of how to handle the problems that come in. In larger companies, a help desk may consist of a group of experts using software to help track the status of problems and other special software to help analyze problems (for example, the status of a company's telecommunications network).

Typically, the term is used for centralized help to users within an enterprise. A related term is call center, a place that customers call to place orders, track shipments, get help with products, and so forth. The World Wide Web offers the possibility of a new, relatively inexpensive, and effectively standard user interface to help desks (as well as to call centers) and appears to be encouraging more automation in help desk service.

Some common names for a help desk include: Computer Support Center, IT Response Center, Customer Support Center, IT Solutions Center, Resource Center, Information Center, and Technical Support Center.
The above current customer service (also called helpdesk, call center, etc.) involves a lot of manual operations, which require customer service representatives to master a large variety of malfunction issues.

Moreover, it is difficult to transfer knowledge and experience between representatives. Thus, many companies attempt to build intelligent helpdesk systems to improve the quality of customer service.

Given a new request from a customer, iHelp searches and ranks the past cases based on their relevance to the request using the new similarity measurement. Then, to improve the usability, we propose a case-clustering algorithm using a mixture language model and symmetric nonnegative matrix factorization (SNMF) to group the top-ranking cases into different categories while reducing the impact of the general and common information contained in these cases. Finally, iHelp conducts a request based case summarization to generate a concise summary as a reference solution for each cluster of the relevant cases. In summary, there are three key features of iHelp, which are listed in the following.

1) It employs sentence-level semantic analysis to better understand the semantic meanings of the cases.
2) It utilizes a novel clustering algorithm based on a mixture language model and SNMF to capture different scenarios in the top-ranking past cases that are related to the given problems.
3) It generates a concise description for each scenario to improve the system usability.

3. Request-based semantic case ranking

To assist users in finding answers quickly once a new request arrives we propose a method to calculate the semantic similarity between the sentences in the past cases and the request based on the semantic role analysis.

3.1 Sentence-Level Semantic Similarity Calculation

Given sentences $S_i$ and $S_j$, we now calculate the similarity between them. Suppose that $S_i$ and $S_j$ are parsed into frames by the semantic role labeler, respectively. For each pair of frames $f_m \in S_i$ and $f_n \in S_j$, we discover the semantic relations of terms in the same semantic role using WordNet [30]. If two words in the same semantic role are identical or of the semantic relations such as synonym, hyponym, hypernym, meronym, and holonym, the words are considered as “related.” Let $\{r_1, r_2, \ldots, r_k\}$ be the set of $K$ common semantic roles between $f_m$ and $f_n$, $T_m(r_i)$ be the term set of $f_m$ in role $r_i$, and $T_n(r_i)$ be the term set of $f_n$ in role $r_i$. Letting $|T_m(r_i)| \leq |T_n(r_i)|$, we compute the similarity between $T_m(r_i)$ and $T_n(r_i)$ as

$$r_{sim}(T_m(r_i), T_n(r_i)) = \frac{\sum_{i} r_{sim}(T_m(r_i), T_n(r_i))}{|T_n(r_i)|}$$  \hspace{1cm} (1)$$

Then, the similarity between $f_m$ and $f_n$ is

$$f_{sim}(f_m, f_n) = \frac{\sum_{i=1}^{k} r_{sim}(T_m(r_i), T_n(r_i))}{K}$$  \hspace{1cm} (2)$$

4. Top-ranking case clustering

To better facilitate users to find the solutions of their problems, iHelp first clusters the top-ranking cases and then generates a short summary for each case cluster. Although the top-ranking cases are all relevant to the request input by the customer, these relevant cases may actually belong to different categories. For example, if the request is “my computer does not work,” the relevant cases involve various computer problems, such as system crash, hard disk failure, etc. Therefore, it is necessary to further group these cases into different contexts.

4.1 Semantic role parsing

Sentence-level semantic analysis can better capture the relationships between sentences, and we use it to construct the sentence similarity matrix by computing the pair wise sentence similarity.

A semantic role is a description of the relationship that a constituent plays with respect to the verb in the sentence”[10]. Semantic role analysis plays a very important role in semantic understanding. In iHelp, we use NEC SENNA [11] as the semantic role labeler, which is based on Prop Bank semantic annotation [12]. The basic idea is that each verb in a sentence is labeled with its propositional arguments, and the labeling for each particular verb is called a “frame.” Therefore, for each sentence, the number of frames generated by the parser equals the number of verbs in the sentence.

There is a set of abstract arguments indicating the semantic role of each term in a frame. For example, Arg0 is typically the actor, and Arg1 is the thing acted upon. The full representation of the abstract arguments [12] and an illustrative example are shown in Table 1.
Once we obtain the similarity matrix of the relevant cases, clustering algorithms need to be performed to group these cases into clusters. In our work, we propose the SNMF algorithm to conduct the clustering. It has been shown that SNMF is equivalent to kernel $K$-means clustering.

SNMF is based on a similarity measure between data points, and factorizes a symmetric matrix containing pairwise similarity values (not necessarily nonnegative). The experiment results sows the substantially enhanced clustering quality of SNMF over spectral clustering and NMF. Therefore, SNMF is able to achieve better clustering results on both linear and nonlinear manifolds, and serves as a potential basis for many extensions and applications.

Multi-document summarization aims to create a compressed summary while retaining the main characteristics of the original set of documents. In this paper, we propose a new multidocument summarization framework based on sentence-level semantic analysis and symmetric nonnegative matrix factorization. We first calculate sentence-sentence similarities using semantic analysis and construct the similarity matrix.

Then symmetric matrix factorization, which has been shown to be equivalent to normalized spectral clustering, is used to group sentences into clusters. Finally, the most informative sentences are selected from each group to form the summary.

**Algorithm 1** Framework of algorithms for SNMF: $\min_H \geq 0 f(x) = \|A - HH^T\|_F^2$

1. Input: number of data points $n$, number of clusters $k$, $n \times n$ similarity matrix $A$, reduction factor $0 < \beta < 1$, acceptance parameter $0 < \sigma < 1$, and tolerance parameter $0 < \mu << 1$
2. Initialize $x, x^{(0)} \leftarrow x$
3. repeat
4. Compute scaling matrix $S$
5. Step size $\alpha = 1$
6. while true do
7. $x_{\text{new}} = [x - \alpha Srf(x)]^+$
8. if $f(x_{\text{new}}) - f(x) \leq \sigma r f(x)^T (x_{\text{new}} - x)$ then
9. break
10. end if
11. $\alpha \leftarrow \beta \alpha$
12. end while
13. $x \leftarrow x_{\text{new}}$
14. until $kr^P f(x) k \leq \mu kr^P f(x^{(0)}) k$ [15]
15. Output: $x$

In the above Algorithm First, we introduce several notations for clarity. Let $H = [h_1, \ldots, h_k]$. A vector $x$ of length $nk$ is used to represent the factorization of $H$ by column, i.e. $x = \text{vec}(H) = [h_1^T, \ldots, h_k^T]^T$. For simplicity, functions applied on $x$ have the same notation with functions applied on $H$, i.e. $f(x) = f(H)$. $[\cdot]^+$ denotes the projection to the nonnegative orthant, i.e. changing any negative element of a vector to be 0. Superscripts denote iteration indices, e.g. $x(t) = \text{vec}(H(t))$ is the iterate of $x$ in the $t$-th iteration. For a vector $v$, $v_i$ denotes its $i$-th element. For a matrix $M$, $M_{ij}$ denotes its $(i, j)$-th entry; and $M[i][j]$ denotes its $(i, j)$-th $n \times n$ block, assuming both the numbers of rows and columns of $M$ are multiples of $n$. $M > 0$ refers to positive definiteness of $M$. 

![Figure 1: Methods comparison in similarity matrix construction phase.](image-url)
The above fig2 and 3 shows the efficiency of the algorithms Case clustering and SNMF. The results clearly show that no matter which methods are used in other phases, Semantic Role Parser outperforms keyword-based similarity. This is due to the fact that Semantic Role Parser better captures the semantic relationships between sentences.

5. Experimental results

To improve the usability of the system, we proposed sentence-level semantic analysis approach and SNMF clustering algorithm can be naturally applied to the summarization task to address the aforementioned issues.

5.1 Case retrieval comparison

In this set of experiments, we randomly select ten questions from different categories and manually label the related cases for each question. Then, we examine the top 20 retrieved cases by keyword-based Lucerne and our iHelp system, respectively. Figs. 4 and 5 show the average precision and recall of the two methods. The high precision of iHelp demonstrates that the semantic similarity calculation can better capture the meanings of the requests and case documents. Since we only look at the top 20 retrieved cases while some of the cases may have more than 40 relevant cases, the recall is also reasonable and acceptable.

5.2 User study

To better evaluate the ranking and summarization results of iHelp, we conduct two surveys. The subjects of the survey are 16 students at different levels and from various majors of a university. We randomly choose five requests from the following different categories: 1) opening accounts; 2) installing software; 3) printing problems; 4) ordering new equipments; and 5) networking connection problems. In the first survey, the participants are asked to evaluate the ranking quality of Apache Lucene and iHelp, and in the second survey, the participants need to compare the summaries generated by iHelp with several alternative solutions. In both surveys, each participant is asked to assign a score of 1 to 5, according to their satisfaction of the ranking or summarization results for a request. The higher the score, the better the ranking or summarization quality.
5.2.1 Case ranking comparison:

In this survey, we compare the case-ranking results by Lucene and iHelp for the randomly selected five requests in different categories. The orders of the results of Lucene and iHelp rankings are randomly permuted for each user. The participants are asked to rate these two approaches based on the relevance of top five cases retrieved by them. Table II shows the average scores of Lucene and iHelp for each request.

Table 3 shows the ratings that the participants assign to each method for each request. Since Method 1 does not provide clustering and summarization functions, we set it to be the baseline method with the score 1.5000 for all the requests. Comparing Method 1 with other methods, we observe that the user satisfaction is improved along with the recommending reference solutions from past cases at most circumstances, which proves the necessity of summarization. From the ratings of the last four methods, we confirm that combining the mixture language model that filters out the general and common information.

The SNMF clustering algorithm can help users to easily find their desired solutions. However, if an inappropriate clustering algorithm or insufficient language model is performed, the results may be poorly organized. For example, in Method 3, the traditional NMF algorithm is used to cluster cases, and we observe that the ratings of Method 3 are even lower than the ratings of Method 2 in which the summarization results are displayed without case clustering. returned to the user.

6. Conclusion

Helpdesk is critical to every enterprise’s IT service delivery. In this paper, we have proposed iHelp, an intelligent online helpdesk system, to automatically find problem–solution pat-terms given a new request from a customer by ranking, clustering, and summarizing the past interactions between customers and representatives. Case and user studies have been conducted to show the full functionality and effectiveness of iHelp. The high performance of iHelp benefits from the proposed approaches of semantic case ranking, case clustering using the mixture language model and symmetric matrix factorization, and the request-focused multidocument summarization.
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