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Abstract—In this paper image is segmented on the basis of 

pixels and displayed in a separate axes along with its percentage 

of pixels. Clusters are basically groups of various parts of image 

which includes some special features or sections or objects or in 

case of facial image can be considered as pixels in a particular 

group of cluster. Thus, this paper is all about clustering of image 

based on FCM.  
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I.  INTRODUCTION  
Clustering is a vast field and algorithm which can be 

applied in many applications such as pattern recognition, image 
segmentation, medical applications- MRI and many other. 
Segmentation of an image classifies pixels in the image with 
variable values. There are different segmentation methods such 
as- automatic, semiautomatic, manual and pixel intensity. 
Segmentation can also be diagnosed by edge detection which 
divides the image into regions with related boundaries to it 
similarly as in case of MRI reports. Edge detection is sensitive 
to disturbances like noise and results in distorted image. 
Segmentation can also be done through statistical method. The 
most famous algorithm for image segmentation is clustering 
technique and these are fuzzy c-mean, neural network, whereas 
neural network requires a large set of training data. These 
algorithms work on the basis of distribution of the pixel feature 
vectors in feature vector space. 

II. RELATED WORK 
As the beginning of application of fuzzy logic or related 

task began with an implication with simple idea conceived by 
lotfi Zadeh. In 1960’s his idea of classifying the class of objects 
that do not have a specific value or a criterion of a membership 
when it is dealed with real world. Zadeh’s development of 
theory of fuzzy sets was greatly impressed and propelled by 
pattern classification and cluster analysis. The 3 researchers – 
Bellman, Kalaba, Zdeh together wrote their first paper on the 
application of fuzzy set theory to pattern classification in 1966. 
There was another researcher who evolved as an innovator on 
work of cluster analysis in 1969. Azriel Rosenfeld was another 
person who showed his interest in image study and 
segmentation using fuzzy. There are various clustering 
techniques out of which fuzzy ISODATA and Fuzzy C-Mean 
algorithm was introduced by J.Dunn in 1973.Whereas J.Bezdek 
introduced convergence theory related to FCM , cluster validity 
for fuzzy partitions, partition entropy. 

III. THEORY 

Fuzzy Clustering using FCM 
Fuzzy logic has been applied to pattern recognition have 
become very famous for past few years. Pattern can be of any 
type- object, organs of human body, face. Pattern recognition 
can be classified broadly into 2 categories – unsupervised and 
supervised technique. Unsupervised clustering can be used to 

produce classification information needed by a supervised and 
techniques. 

Clustering basically is used to perform the segmentation of 
images. Segmentation is the term denoted for pixel partitioning 
of an image into regions that correspond to different objects or 
portions in the image. Fuzzy c-means (FCM) algorithm is one 
of the clustering technique. FCM is the extension of the hard 
partitioning or we may say conventional clustering algorithm. 
Hard partitioning basically means that a particular data belongs 
to only one cluster of several partitions. Then the concept of 
soft partitioning or clustering. It separates a single data element 
of a data set into multiple clusters at the same time but this 
differs from fuzzy partition as it only divides dataset not an 
input space. 

Hard c-mean (HCM) algorithm aims to find the centers of the 
clusters and to determine the clusters of each point in the data 
set for this we have to assume that are compact and well 
separated. According to this theorem a point in the data set 
belongs to the cluster from whose center is it closest. 

i.e. cj if || xi - vj || < || xi - vk || k≠j 

Where vj the center of the cluster cj, now to find these cluster 
centers objective function is given as follows: 

…………(1) 

Where v denotes a vector of cluster centers to be identified, J 
denotes the function of partition p which is determined by 
cluster centers v, whereas c denotes the no. of clusters. Thus 
HCM works to calculate the current partition based on present 
clusters. 

Modifying the current cluster centers using a gradient descent 
method to minimize the J function. This goes on until the 
difference between 2 consecutive v’s is smaller than a threshold 
i.e. HCM converges to a local minimum of J. 

Now from the above HCM theorem FCM was evolved. Thus 
FCM generalizes HCM to allow a point to partially belong to 
multiple clusters simultaneously. FCM algorithm is used to 
optimize an objective function that measures the compactness 
and separation of clusters formed. If the number of classes of 
partition of data set is given, the fcm algorithm calculates the 
cluster centers and membership function for each cluster 
iterartively until convergence criterion is reached. The follows: 

Jm(p,v)= ………(2) 

Where p is fuzzy partition, X is data set, C is no. of clusters (C1, 

C2, ……….., , Ck) , m is the fuzzy weighting exponent for µij 

controls the fuzziness of the resulting clusters. Thus fuzzy C-
Mean theorem is stated as:  
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A constrained fuzzy partition {C1, C2, ……….., Ck } can be a local 
minimum of the objective function Jm  only if the following 
conditions are satisfied : 

        1 ≤ i ≤ k  , xϵX      ……(3) 

 

                            

                1≤  i  ≤ k              ……(4) 

IV. GUI SYSTEM PREPARED 

To show my work in an effective way I have formed a GUI 
system. This GUI system looks like as follows:  

 

Figure1  GUI system with it’s axes and pop-up buttons 

A. SYSTEM 
To perform this experiment smoothly and to visualize its 

results effectively I tried to prepare a small soft system-gui 
system. This system consists of: 

1) Pop up buttons: To channelize this system I have 

embedded 2 popup buttons – a.) loading image b.)To find the 

clusters of that image. 

2) Axes: To make a display of input image and processed 

or clustered images axes are used. Thus for the same reason I 

have used 1 axes for loading input image and 6 axes to display 

5 clusters I have tried to create and the last axes will display 5 

cluster in the single axes only. This last image can be used as a 

preprocessed image or use this concept for the same. 

3) Percentage: when images are clustered they are 

displayed with their no. of pixels available in that single 

cluster of image in percentage form as a title. This is done with 

all 5 clustered images but last image has not this feature as it is 

the combination of all 5 clusters of input image. 

B. Proposed Algorithms 
In this phase I have tried to show how I created clusters. 

Whereas the algo explained below is not for dataset or GUI 
system. This is only for a single image verification to be 
clustered whereas I have used a dataset as well as GUI to do so. 

ALGORITHM: 

1.) Image is read. 

2.)  And that image is converted to mat2gray and stored in 
a variable 

im=imread(‘2.pgm’); 

fim=mat2gray(im); 

3.) Size of rows and column are evaluated and stored in 

some variable 

nrows=size(fim,1); 

ncols=size(fim,2); 

4.) Then above variables are reshape and stored in ‘ab’ as  

ab=reshape(fim, nrows*ncols, 1); 

5.) Fuzzy c-mean clustering is used on ab to calculate 5 

clusters on face 

[center,member]=fcm(ab,5); 

6.) These centers are sorted 

[center,cidx]=sort(center); 

7.) Member is equated to transpose of member and the 

pixels of member are calculated as 

member=member’; 

member=member(:,cidx); 

8.) Maximum of these member locations are calculated as 

[maxmember,label]=max(member,[],2); 

9.) Pixels are calculated for clusters as  

pixel_labels=reshape(label,nrows,ncols) 

pix1=pixel_labels; 

pixl(find(pix1==1))=0; 

pixl(find(pix1==2))=0; 

pixl(find(pix1==3))= fim(find(pix1==3)); 

pixl(find(pix1==4))= fim(find(pix1==4)); 

pixl(find(pix1==5))= fim(find(pix1==5)); 

10.) These pixels are showed and displayed by indexing no. 

of clusters. 

11.) For the 5 clusters the value of pixels are calculated. 

12.) Size is calculated and pixels were calculated in float as 

sw=size(im); 

total_pix=sw(1)*sw(2); 

format long 

total_p_1=(numel(ind_1)/total_pix)*100; 

total_p_2=(numel(ind_2)/total_pix)*100; 

total_p_3=(numel(ind_3)/total_pix)*100; 

total_p_4=(numel(ind_4)/total_pix)*100; 

total_p_5=(numel(ind_5)/total_pix)*100; 

13.) Finally each cluster image gets displayed with their 
indexing and no. of pixels or objects contained in it. 

V. RESULTS 

I have tried to implement this concept on JAFFE database as 

well some other face images too. This is giving a satisfactory 

results. This not only create clusters but it also displays the 
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objects in clusters. One of its result showing 5 clusters of 

single input image and last concluded clustered image is as 

follows:  

 

 
 

Figure2 ) 5 clusters of happy JAFFE image 
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