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Abstract  
 

Computer stereo vision is the extraction of 3D 

information from digital images, such as 

obtained by a CCD camera. By comparing 

information about a scene from two vintage 

points, 3D information can be extracted by 

examination of the relative positions of objects 

in the two panels. This is similar to the 

biological process Stereopsis. The system 

captures monocular video of a scene and 

identifies those moving objects which are 

characteristically human. This serves as both a 

proof-of-concept and a verification of other 

existing algorithms for human motion detection. 

Keywords—CCD camera; Stereopsis; 

monocular video; human motion detection. 

 

1. Introduction  
 

The initiated motion of human motion 

detection is being done on the basis of tracing a 

mapped view of whole human body based 

motions [1]. This is governed by the SVS 

decomposition of point-to-point human motion 

detection in terms of varied motion and posture 

of human body [2]. Therefore, it provides an in 

depth research to obtain the human motion and 

its preferred estimation as to in calculate the 

exact visual platform [3]. 

 However, this paper provides the use of CCD 

camera which compares the image from two 

different arbitrary points developed with SVS in 

reference to principal of imitation. As 

considered for the first perception the 

background is detected with level of its image 

slicing required for providing an image based 

threshold value [4]. Concern to this is the Image 

to Noise ratio in the binary image which is 

enhanced in contrast filtration by morphological 

filtering. Image to Noise ratio is maximized with 

reduction of noise and a prefaced blob of target 

is been considered. Human motion detection has 

five features of postures in point reference (i.e., 

head, four tips of two arms and legs) are 

evaluated in estimation to central segmentation 

of moment and characteristic processing of these 

five features provides this paper with an 

specified proof of understanding with evaluation 

of human based SVS motion in terms of CCD 

camera with suitable comparing between the 

image points in reference to its panel 

segmentations[5]. It leads to extraction of 3D 

Stereo Vision of human motion in respective 

frames in terms of its background registered for 

motion detection.   

2. Setup and Task Description  
 

A. Setup Considered 

 

First, considering the image imitator in 

terms of CCD camera unit is proposed in terms 

of stereo vision system (SVS) for a controlled 

pulse-width signal modulation (PWM).confirm 

that you have the correct template for your paper 

size. This IS considered for X-Y plane 

corresponding field of view (FOV) for 

respective planes confined to horizontal and 

vertical planes. A window for frames 

representing (X1, Y1), (X2, Y2) and lastly (X3, Y3) 

for its specified distances respectively is 

confined to frames of larger FOV [6].  
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B. Task Description 

 

The first task is to define in terms of 

background of sequence of 3-D motions 

detected by specified image ratio with 

background registration [7]. This is considered 

only after the image based threshold and 

morphological filtering. This leads to the 

estimation of five feature based points of human 

body needed for video extraction by 3-D motion 

[8].  

 

 

 

 

 

 

 

 

 

 

Fig. 1. Block digram of Image Extraction in 

terms of Human detection 

Considering, as Ln (i) is the line linking from an 

(imin) to an(imax), where imin = min{rn(x,y)} and 

imax = max{rn(x,y)}. Provided that perpendicular 

distance from an(i) to Ln (i)  having D n (i)  in 

terms of binary image obtained as follows: 

bn(x,y) = { 1, if  rn(x,y) > iT 

                   0, if rn(x,y) ≤ iT  

Where iT = arg max { D n (i)  } 

 

Fig 2. Threshold point of histogram in terms of 

change of point [1] 

This provides the background in terms 

of its coordinate values of (x,y) which are thus 

represented as for bn (x,y) = 0 are accumulated 

for sn (x,y) zero initial value: 

sm(x,y) = { sm(x,y)+ 1, bn (x,y) = 0  

                  0, otherwise for 1  

Where we have n – nf  ≤ m ≤ n. A pixel 

is thus masked in terms of its stationary values 

of nf  for all successive frames. Perspective 

threshold value of the cumulated histogram 

curve provided in Fig 2. is obtained in a manner 

for obtaining the dependent nature of its frames 

[9] [10]. 

3. Posture Estimation  
 

The central moment can be represented 

with rotation axis having minimum inertia of 

object. Hence, it is applied to calculate the 

direction of silhouette of human. First, the center 

of gravity (COG) of silhouette for human is 

denoted as (xc, yc)given by   

xc = ∑x / N, yC =∑y / N 

Where x and y are the pixels in respect 

to the various frames to obtained in reference to 

its background. The nearest point to its detection 

is based on the phase shift of ɸc is set from an 

range of minimum valued 30
0 
to maximized shift 

of 150
0 

as after that there is transition in the 

image contrast and its threshold is lost [11].   

There will be an difference in the frames 

of detection such as to  consider all the frames as 

of the form D1 to DK-1 such that above frame 

pattern as shown in Fig 3. will be detected [1] 

[9].  

 

 

 

 

 

 

Fig 3. Illustration of ɸc of head for human 

motion 
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Various frames changed with Smg(k) 

denotes the state of moving index at the kth 

feature point(s) are the candidates of key-posture 

frames. On the other hand, the state Smg(k) = 0 

indicates that all the five features of human body 

motion remains unchanged. Meanwhile, 

considering analysis, of rising signal of Smg(k -

1), i.e., Smg(k -1) = 0 and Smg(k -1) = 1, is 

satisfied, then Smg(k -1) is assigned as key-

posture frame ,i.e., Sk(k -1) = 1, indicating one 

key-posture frame is found at the (k-l)th frame.  

 

4. Expected Result 

Previous, motions considered with respect to 

present extraction at its frontend side with 3-D 

motions, with coordinates of these five features 

are obtained by the suggested SVS [2] [5]. They 

are then fed to the experimental setup of CCD 

camera to thus, proceed for image extraction 

with respect to an matrix based segmentation. 

  

 

 

 

Fig 4. Matrix enabled background based 

Segmentation and Threshold [1]. 

5. Expected Conclusion 
 

As per the proposed human motion with 

a CCD camera enabled stereo vision system 

(SVS) captures a sequence of 3-D motion 

images of a human, which is faced to the 

proposed HR. After the inquiry of enough 

motion sequences, the motion detection via 

image ratio and background registration, the 

estimation of five feature points (i.e., head, four 

tips of two arms and legs) of a human, are 

obtained. Based on this human body with five 

estimated feature points, the key-posture frames 

from the video of 3-D motion of a human are 

extracted. The corresponding experimental 

results confirm the effectiveness of the proposed 

novel method. Finally, they are applied to 

imitate the 3-D motion of a human body based 

detection in terms of real time systems. 

 References  
 

[1] Chih-Lyang Hwang and Bo-Lin Chen, " The 

Extraction ofKey-Posture Frames from the 

Video of 3-D Motion of a Human, " IEEE, pp. 

4673-4703 Mar. 2013. 

[2] Y. Kuniyoshi, M. Inaba and H. Inoue, 

"Leaming by watching: extracting reusable task 

knowledge from visual observation of human 

performance," IEEE Trans. Rob. and Auto., vol. 

10, no. 6, pp. 799-822, Dec. 1994. 

[2] A. Alissandrakis, C. L. Nehaniv and K. 

Dautenhahn, "Correspondence mapping induced 

state and action metrics for robotic imitation," 

IEEE Trans. Systems, Man, and Cybernetics, 

Part B, vol. 37, no. 2, pp. 299-307, Apr. 2007.  

[4] S. Calinon, F. Guenter and A. Billard, "On 

leaming, representing, and generalizing a task in 

a humanoid robot," IEEE Trans. Systems, Man, 

and Cybernetics, Part B, vol. 37, no. 2, pp. 286-

298, Apr. 2007. 

[5] S. M. Khansari-Zadeh and A. Billard, 

"Learning stable nonlinear dynamical systems 

with Gaussian mixture models," IEEE Trans. 

Robotics, Vol. 27, No. 5, pp. 943-957, Oct. 

2011.  

[6] A. Thobbi and W. Sheng, "Imitation laming 

of hand gestures and its evaluation for humanoid 

robots," Proceedings of the 2010 IEEE Int. Conf 

on Information and Automation (ICIA), Harbin, 

China, pp. 60-65,2010.  

[7] H. Y. Liu, W. J. Wang, R. J. Wang, C. W. 

Tung, P. J. Wang and I. P. Chang, "Image 

recognition and force measurement application 

in the humanoid robot imitation," IEEE Trans. 

3438

International Journal of Engineering Research & Technology (IJERT)

Vol. 3 Issue 1, January - 2014

IJ
E
R
T

IJ
E
R
T

ISSN: 2278-0181

www.ijert.orgIJERTV3IS10895



 

Instru. and Meas, vol. 61, no. 1, pp. 149-161, 

Jan. 2012.  

[8] J. W. Hsieh, Y. T. Hsu, H. Y. M. Liao and C. 

C. Chen, "Video­based human movement 

analysis and its application to surveillance 

systems," IEEE Trans. Multimedia, vol. 10, no. 

3, pp. 372-384, Apr. 2008. 

 [9] K. Takahashi, T. Sakaguchi and 1. Ohya, 

"Remarks on a real-time 3D human body 

posture estimation method using trinocular 

images," Proceedings of the 15th Int. Conf on 

Pattern Recognition, Barcelona, Spain, pp. 693-

697,2000.  

[10] C. F. Juang, C. M. Chang, J. R. Wu and D. 

Lee, "Computer vision­based human body 

segmentation and posture estimation," IEEE 

Trans. Systems, Man and Cybernetics, Part A, 

vol. 39, no. 1, pp. 119-133, Jan. 2009.  

[11] Q. Z. Wu, H. Y. Cheng and B. S. Jeng, 

"Motion detection via change-point detection for 

cumulative histograms of ratio images,"Pattern 

Recognition Letters, vol. 26, pp. 555-563, 2005.  

[12] M. Sonka, V. Hiavac and R. Boyle, Image 

Processing, Analysis, and Machine Vision, 3'd 

Ed., Cengage Leaming, 2008.. 

3439

International Journal of Engineering Research & Technology (IJERT)

Vol. 3 Issue 1, January - 2014

IJ
E
R
T

IJ
E
R
T

ISSN: 2278-0181

www.ijert.orgIJERTV3IS10895


