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Abstract—-Fducation sector in India is a growing feld
that playvs an essential role in improving the living status.
The ecconomic status or the rise of a country depends on
the improved education system. According to statistics,
post  independent India gave more importance Lo
primary education and expanded literacy rate to two
thirds of its population. There are several efflorts made
by the government to improve the literacy rate in India.
The education sector is growing gradually and stll 25%,
of its population are illiterate and the number of
stndents enrolled to higher education is still in decline.
Data mining deals with the process in which we identily
and extract all the hidden information from data bases
affecting the different areas of life either directly or
indirectly,. Educational data mining plays & very
important role in identifving, analvang and visualizing
the data to predict students” performance, their
academic  achievements, providing  feedback  for
supporting instroctors and so on, The main objective of
this paper is to identify various socio-economic factors
affecting  students’  enrolment  for  post-secondary
education.
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I INTRODUCTION

Data mining 15 the growmyg  field of research o
identify the non-trivial patterns from huge databascs
by applying statistical and  artificial  mtelligence
technigues| 1][2]. It 15 used to uncover the hidden
information in a database [3]. Dhata mining technigues
are used in various fields such as crime, medicine,
engineering, education. marketing, and banking. Tt
also provides many tasks that could help to study the
students” performance [4]. Data mining is a creative
and promising field of research in which i can be
implemented and put into practice in  education.
“Educarional Data Mining is a thriving discipling,
concerned with developing methods for exploring the
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unique type of data that come from educational
settings, and vusing those methods to better understand
students, and the settings in which they learn.”[3].
Day by day the growth of the data is very rapid and
that data need to be transformed nto  useful
information [6]. Educational data mining (EDM)
tennds to forus on new tools and technigques for
discovering  patterns  in the data. It also gams
popularity in the new research areas in  higher
cducation, Recent research findings in educational
data mining help the students, institutions and
government for improving the quality of education.
Despite the rapid growth in the education sector, 23%
of its population is still illiterate, 153% of the students
reach high school, and only 7% graduate [7]. A
statistical report savs according to the vear 2001, out
of 74%, of the hiteracy rate, only 47% have attained the
diploma and post diploma courses [8]. Post-secondary
education plays a vital role in country's development.
But the statistical data prove that major population in
India are still school dropouts, There are so many
factors which affect the students” enrolment to post-
sccondary  education such as  family  background,
school infrastructure, facilities and their psychological
behwviours and so on. The main aim of this paper s
identify the reasons for poor corolment o post-
secondary education and the result will help the
students, management and policy makers to give a
better solution. Data mining technigues particularly
classification helps to analyze the input data and to
develop a model describing important data classes or
to predict future data trends.

1. LITERATURE sURVEY

In [11], the authors make use of classification as a
process to improve the higher educational system and
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its guality through the student data evaluation. They
experiment this approach so that they can identify the
major attributes that affect the performance of the
students in their chosen courses. Ayesha etal [12]
handled a technique like clustering in data mining to
investigate “student learning behaviour™ that came as
a motivation for teachers to identify why many
students dropped oul o a significant level and
enhance the students” performance in higher
education. Kan [13] has utilised classification,
association, rules and clusiering as dala mining lools
to design a course management svstem to improve the
teaching learning process. In [13], the authors wry 1o
classify students, keeping their nal grade that they
obtained in their respective courses in mind. In this
approach they implement four different classificarion
methods for analysis. Paul [16], in his research used
classification to evaluate previous year's student
dropout data using Bayesian classification method.

M. STATEMENT OF THE PROBLEM

This paper aims to identity the socio-cconomic
factors alfecting the students” enrolment to post-
secondary education using data mining techniques.
The purameters  comprises [1)personal mformation
such as gender, occupation of the parents, age, family
income, highest educational qualification of the
parents, stay. and fanuly size(2)mstiation related
information such as type of learming, usage of
teaching aids, cxposure to ICT, faculty qualification,
et (Ipsychological information such  as  social
status, illness, disability, etc. are considered. These
artributes were used to predict the students” enrolment
to post-secondary educarion.

IV, METHODOLOGY

To build the classification, CRISP methodology is
adopted. The proposed methodology is to build the
classification model that tests the factors which affect
the students” enrolment to post-secondary education,
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Fig. 1. CRISP Methodelogy

A Data Mining Process

Data mining process is a step by step procedure 1o
identify the problem, to collect the data sources, and
to identify the relevant data sources from the data set.
The next step is to prepare the actual data and build
the model using the data mining techniques. The built
made]l necds to be evaluated and the result obtained
trom evaluation has to be implemented for prediction.

1) Business Understanding

Any problem in terms of business understanding
can be converted into a data mining problem. The
objcctive of the problem can be defined. designed and
accomplished further,

21 Data Understanding

Data set iz used to identify the problem and
discover useful information our of 1t. Data
understanding also helps to analyze the quality of data
such as “ls the data complete? or any missing
values™”

) Dara Preparation

Data Preparation takes usually 90% of the time to
collect, to assess, to clean and to sclect the data
required te construct, integrate and formar the dara,
To provide a solution to the identified business
problem the data sources are very important and from
all the data sources collected, the selected data sources
should be identified and the acmal data must be
determined [ 17].

4} Ruilding the Classification Model

To build the model relevant to the objective of our
data mining problem, the classification technigue is
used. The author states that “Classification techniques
are supervised leaming techmgues that classify data
ilem inio predefined class label™ [18]. This technigue
in data mining is very useful from a data set to build
the classification model that i used to predict future
data  trends. There are different classification
algorithms to build the model like ID3,CART, J48 and
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s0 on and with this we will able to identify a class for
the actual data which we have determined in data
preparation. The classification by using decision tree
approach will produce a sel of rules in a human
understandable way for decision makers to interpret in
their  domain  knowledge for  wvalidation and
Justification [18].

5) Evaluation

Evaluation is to check whether we correctly built
the model and determine how o proceed with it 1 the
next phase of implementing il Evaluating the resulls
assesses the degree to which the built model meets the
objective of owr problem, the additional challenges,
and information for future dircctions. Sclecting the
proper data mining method is an important, critical
and difficult task in Knowledge Discovery and Data
Mining process. To implement this model, Waikato
Environment for Knowledge Analysis Toolkit which
has a collection of machine learning algorithms for
solving data mining problems implemented in Java is
used,

ti) Deployment

The cvaluated results need to be utilised in the
deplovment phase. This phase is the final phase to
predict the future trends or patterns that have been
gained out of this knowledge which will be applicable
for the end user. The CRISP provides a uniform
framework for experimenting, analyzing. evaluating
and predicting the result,

V. ANALYSIS

To implement this model WEKA Toolkit which
has a collection of machine learming algorithms for
solving data mining problems implemented in Java is
used. To analyze on the socio-economic factors that
affect  studenis’  enrolment for  post-secondary
cducation  using  data  mining  techniques, a
questionnaire which 15 a document listing a series of
questions pertaining to the problem is used. The
questionnaire is prepared based on five important
indicarors like Family Background., Self Perception,
Socio-Environment, School Infrastructure and Student
Teacher Relationship. Nine questions based on the
family background, eight questions on self-perception,
seven  guestions on socio-enviromment  amd  eight
guestions  on student  teacher  relationship  arc
addressed in this questionnaire, There are four kinds
of questions. Fach is intricately related to each other.
They are Factual Questions, Opinion-Attitude
Ouestions, Information Questions, and Self Perception
Questions. Factual guestions  are designed to elicit
factual information from the respondents, The most
common type of factual guestion is the background
question. Background information is used 1o classilfy
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reapondents into different categories. The family
hackground information is concerned  with  their
parent, sibling’s details and also the family interest
towards higher education. For the sell-perception
category of questions, respondent is asked to evaluate
something about hisher own behaviour in relation to
others. Such questions allow individual subjecis to
compare their ideas with those of other persons.

Student Teacher
Relationship

Socio
Environment

Family
Background

This research is mrended to use decision tree which is
the part of the induction class of data mining
techniques., The decision twee is efficient for this
dataset. The model makes use of the software Weka.
which has the collection of machine learning
algorithims  for  solving  data mining  problems
implemented in Java, The data collected through
questionnaire will help to analyse the factors and the
tree analysis logistic regression can be used to
estimate the probability of the non-enrolment feature
based on the factors considered.

VI, CONCLUSION

This research is a preliminary attempt tw help
supporting the decision makers of the institution to
improve their teaching methodology, teaching aids
and all other infrastructure facilities that they lack.
The result evaluated out of this project will motivate
the parents of BPL (Relow poverty line) towards the
values of post-secondary education. This project will
help the policy makers of our Indian government to
help the children studyving in government schools in a
mmch  better  way  towards their  post-secondary
education. The model proposed as an academician can
be useful to build a software model to provide a
solution by formulating the resalt
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