Identifying People through Iris Recognition
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Abstract—The fundamental idea for identity management is to establish an association between a individual and your personal identity, This process is known as pattern recognition, and encompasses the idea of what a biomedical system is. This paper presents a biomedical system for identification of people through the iris.
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I. INTRODUCTION

The word biometrics is derived from the Greek bio (life) and metric, inferring the meaning as the measure of life [1].

The term biometry is adopted to encompass technologies applied to the identification of individuals through the recognition of physical, chemical, behavioral characteristics of a person or distinctive features [2, 3]. With the great rise of technological applications to aspects such as information security, access control, e-commerce and bank transfers, among others, need to create methodologies and systems capable of identifying individuals, with this, the importance of biometrics has taken a meaningful course within the activities of society [3].

Identifying people in security terms is the process by which a user identifies him or herself among a group of people to gain access to a restricted resource [4]. For the development of security systems, three principles of identification of people are used: 1) proof that something is in place (for example a key or a card); 2) proof that something is known (for example a combination or key); and 3) proof that the person is who he claims to be. Biometrics is based on the third principle [5].

Within the biomechanical systems, iris recognition represents a reliable technique due to the goodness of the iris texture, since in these are found multiple anatomical entities that make up its structure, as well as that it has been proven reliable and precise in the development of biomedical systems and as object of study [6]. Much of the iris-focused biomedical applications are related to security, such as migration control and borders, criminal investigations, access to security boxes, telecommunications (access to mobile phones), security in information systems (access to personal computers, networks) and access control systems in buildings [4].

II. METHODOLOGY

2.1 Obtaining the image

Firstly, using a digital microscope, a device was created to capture digital iris images as shown in figure 1.

Fig. 1: a) Digital microscope, b) device for capturing images of the iris.

Fig. 2 shows images of the iris captured with the constructed device.

This is why this paper presents a methodology that is carried out for the identification of people through the recognition of the iris. For this, the first is the capture of images by means of a digital microscopy, then the image is analyzed by digital image processing, using methods in the spatial domain to finally segment the region of interest, later the characteristics are extracted and the classifier is constructed to obtain the final results of identification.
2.2 Segmentation of the iris

Once the iris images are captured as shown in fig. 2, the following methodologies are applied to each of the images. First the image was transformed to grayscale and the canny filter was applied. The Canny filter is an operator optimized for the detection of differential edges consisting of the following phases: obtaining the gradient, suppression not maxima to the result of the gradient, threshold hysteresis to non-max suppression and open contour closures [7]. Image 3 shows the result of converting an iris image to grayscale and subsequently the result of applying the Canny filter.

The results of the images shown in Figure 3, after applying the Canny filter, were applied image smoothing. for this it was smoothed by a Gaussian filter based on a Gaussian distribution [8]. Using the mask $I = [121; 242; 121]^* (1 / 16)$. Figure 4 shows the result of smoothing the image through the Gaussian filter.

Once obtained images such as those of Figure 4, the Hough [12] transform was applied to detect the inner and outer circle that enclose the iris and were placed on the original color image as shown in fig. 5. See that with the inner circle we can remove the pupil as shown in figure 5.

Once located the zone that corresponds to the iris person, proceeded to normalize converting to polar coordinates.

Fig. 2: Images of the iris

Fig. 3: a) Grayscale image, b) Image resulting from applying the Canny filter.

Fig. 4: Result of applying the Gaussian filter.

Fig. 5: Hough’s transform to find circles.
2.3 Extraction of characteristics

For the extraction of characteristics, a total of 11 statistical characteristics were considered: the mean, standard deviation, smoothness, skewness, kurtosis, uniformity, average histogram, modified skew, modified standard deviation, entropy and modified entropy. Considering that $N$ represents the total number of pixels, $L$ the total number of gray levels, $I(f_{ij})$ the value of the gray level of the pixel $(i; j)$ in the image $f(x; y)$, $P(j)$ The probability that the value of the gray level $j$ occurs in the image $f(x; y)$, $T(i)$ The number of pixels with gray value $i$ in the image $f(x; y)$, $P(I(f_{ij}))$ the probability that the gray level $I(f_{ij})$ occurs in the image $f(x; y)$ And $P(f_{ij}) = T(I(f_{ij}))/N$, table 1 shows the formulas to obtain each one of the statistical values [11].

![Image of the normalized iris and in polar coordinates](image)

Once the characteristics were extracted, we proceeded to feed the chosen classifier model. For this case, we selected the associative classifier based on cellular automata proposed in [9, 10]. For describe the model, we first define what an associative memory is, what the cellular automata are, and later the definition of the associative model based on cellular automata. This description is presented below.

### 2.4 Classification

#### 2.4.1 Associative Memories

Associative memories are mathematical models whose main objective is to recover complete patterns from input patterns. The operation of the associative memory is divided into two phases: learning stage where the associative memory is generated, and phase recovery stage where the associative memory operates [9, 10].

During the learning phase, the associative memory is constructed from a set of ordered pairs of patterns known in advance, called fundamental set. Each pattern that defines the fundamental set are called fundamental pattern. The fundamental set is represented as follows [1]:

$$FS = \{(x^\mu, y^\mu) | \mu = 1, 2, \ldots, p\}$$

where $(x^\mu, y^\mu) \in A^\mu \times A^\mu$ for $\mu = 1, 2, \ldots, p$, with $A = \{0, 1\}$.

During the recovery phase, the associative memory operating with an input pattern for the corresponding output pattern. In the following section we present the associative memory model based on cellular automata, for which we make use of the definitions of cellular automata presented in [11].

#### 2.4.2 Associative Memories Based on Cellular Automata

In this work we used the associative memory model based on cellular automata by the authors in [12]. Immediately previous definitions are presented and the proposed model.

**Definition 2.1** Are $A, B \subseteq \mathbb{Z}^2$. The cell expansion is the cellular automata $D = (\mathcal{L}, S, \mathcal{N}, f)$ with initial configuration $A$, defined as follows:

- $\mathcal{L} = \mathbb{Z}^2$.
- $S = \{0, 1\}$.
- $\mathcal{N} = \{v_x | x \in \mathcal{L}\}$ with $v_x = (B^-)_x = \{-b + x | b \in B\}$.

- The transition function $f : \mathcal{N} \rightarrow S$ is given as follows:

$$f(v_x) = \begin{cases} 1 & \text{if } |v_x|_1 > 0 \\ 0 & \text{if } |v_x|_1 = 0 \end{cases}$$
Definition 2.2. Let \( A, B \subseteq \mathbb{Z}^2 \). Erosion is the cellular automata cell \( D = (L, S, N, f) \) with initial configuration \( A \), defined as follows:

- \( L = \mathbb{Z}^2 \).
- \( S = \{0, 1\} \).
- \( N = \{v_x | x \in L\} \) with \( v_x = (B)_x = \{b + x | b \in B\} \).
- The transition function \( f : N \rightarrow S \) is:
  \[
  f(v_x) = \begin{cases} 
  1 & \text{if } |v_x| = |B| \\
  0 & \text{if } |v_x| < |B| 
  \end{cases}
  \]

In what follows, consider the set \( A = \{0, 1\} \) and the fundamental set \( FS = \{(x^m y^n) | \mu = 1, 2, \ldots, p \} \) with \( x^m \in A^m \) and \( y^n \in A^n \).

The lattice \( L \) for the CA shall consist of the matrix of size \( 2m \times 2n \) with the first index in \((0, 0)\).

The set \( S = \{0, 1\} \) is the finite set of states.

Let \( I = \{i \in \mathbb{Z} | i = 2k \text{ for } k = 0, 1, 2, \ldots, n - 1\} = \{0, 2, 4, \ldots, 2(n - 1)\} \) and \( J = \{j \in \mathbb{Z} | j = 2k + 1 \text{ for } k = 0, 1, 2, \ldots, m - 1\} = \{1, 3, 5, \ldots, 2m - 1\} \). Consider the partition of \( L \) formed by the family of subsets \( I J = \{v_{(i,j)} | (i, j) \in I \times J\} \) with \( v_{(i,j)} = \{(i,j), (i,j - 1), (i+1,j), (i+1,j-1)\} \). Since \( I J \) is a partition of \( L \), given \( l \in L \), exists a unique \((i,j) \in I \times J\) such that \( l = v_{(i,j)} \). We denote by \( v^l \) this single element, i.e., \( v^l = v_{(i,j)} \). For example, if \( I = \{3\} \) then \( l = v^{(3,0)} = v_{(2,1)} = \{(2,1), (2,0), (3,1), (3,0)\} \).

From the above fact it defines the set of neighborhoods \( N = \{v^l | l \in L\} \) (2)

Definition 2.3. Consider the set \( A^k \). We define the projection function of the \( i \)-th component \((1 \leq i \leq k)\) as \( P_{r_i} : A^k \rightarrow A \) as:

\[
P_{r_i}(z) = z_i, \text{ with } z = (z_1, z_2, \ldots, z_k)
\]

Theorem 2.4. If \( (y_i, x_j) \in P_{r_2} = \{(y_i, x_j) | y_i = P_{r_2}(y) \text{ and } x_j = P_{r_2}(x)\} \), then \( (2j + 2 + y_i, 2i + 2 \pm x_j) \in P_{r_2}(x) \). We define the set \( L_{FS} = \{(2j + 2 + y_i, 2i + 2 \pm x_j) | 1 \leq \mu \leq p, 1 \leq i \leq m \text{ and } 1 \leq j \leq n \} \subseteq L \).

Consider the \( CA \) \( \mathcal{Q} = (L, S, N, f_{\mathcal{Q}}) \) and \( \mathcal{W} = (L, S, N', f_{\mathcal{W}}) \) with \( N' = IJ \), and \( f_{\mathcal{Q}} : N' \rightarrow S \), \( f_{\mathcal{W}} : N' \rightarrow S \) defined as follows:

\[
f_{\mathcal{Q}}(v_{(i,j)}) = \begin{cases} 
  1 & \text{if } (i,j) \in L_{FS} \\
  0 & \text{if } (i,j) \notin L_{FS}
  \end{cases}
\]

\[
f_{\mathcal{W}}(v_{(i,j)}) = \begin{cases} 
  1 & \text{in position } (i,j) \text{ if } (i,j - 1) = 1 \\
  1 & \text{in position } (i,j - 1) \text{ if } (i+1,j) = 1
  \end{cases}
\]

We define the Associative \( CA \) (ACA) in its learning phase as:

\[
\mathcal{W} \ast \mathcal{Q} = (L, S, N, f_{\mathcal{A}}) \tag{4}
\]

The recovery phase for the ACA makes use of the composition of erosions and dilations \( CA \). The algorithm which defines the phase of recovery is shown in algorithm 1.

Algorithm 1. ACA in recovery phase

Require: Fundamental set \( FS = \{(x^m y^n) | \mu = 1, 2, \ldots, p\} \); structuring element \( B \); integer value \( n \mu \) (number of erosions); integer value \( n d \) (number of dilations); pattern to recovery \( \tilde{x} \in A^m \)

Ensure: Recovery pattern \( \tilde{x} \in A^m \)

1) Building the Learning ACA for \( FS \).
2) Applying \( n \mu \) times the cell erosion \( \mathcal{E} \) with the structuring element \( B \) to the initial configuration of learning ACA. This is, applied to the configuration of the ACA, \( \mathcal{E} \ast \mathcal{E} \ast \ldots \ast \mathcal{E} \), \( n \mu \) times.
3) Applying \( n d \) times the cellular dilation with the structuring element \( D \) to configuration obtained in point 2. This is, applied to the configuration obtained in point 2, \( D \ast D \ast \ldots \ast D \), \( n d \) times.
4) For the input pattern \( \tilde{x} \in A^m \) will get the output pattern \( \tilde{y} \in A^m \) applying:

\[
\text{for } i = 1 \rightarrow m \text{ do}
\]

\[
\text{if } \tilde{y}_i = 1 \text{ then for } j = 1 \rightarrow n \text{ do}
\]

\[
\text{if } \neg (\tilde{y}_j = 0) \text{ and } (2j - 1, 2i - 2) \text{ then end if}
\]

\[
\text{if } \neg (\tilde{y}_j = 1) \text{ and } (2j - 2, 2i - 2) \text{ then end if}
\]

\[
\text{if } \neg (\tilde{y}_j = 1) \text{ and } (2j - 1, 2i - 2) \text{ or } \neg (\tilde{y}_j = 0) \text{ and } (2j - 2, 2i - 2) \text{ then 1) then end if}
\]

\[
\tilde{y}_i = 0 \text{ Break end if end for end for}
\]
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(This work is licensed under a Creative Commons Attribution 4.0 International License.)
3. EXPERIMENTATION AND RESULTS
I used a data bank made up of 20 people, each person contributed with 10 images of the iris of the right eye, having a total of 200 images. For each of the images the proposed methodology was used and a yield of 90% was obtained.
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