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Abstract 
Gujarati is a language used by more than 50 million 

people worldwide. Due to dissemination of ICT in India need 

for Optical Character Recognition (OCR) activities for Indian 

script is in demand. One can obtain very less OCR related 

research work for Gujarati script, especially for handwritten 

form. This paper describes a hybrid approach based on tree 

classifier and k-Nearest Neighbor (k-NN) for recognition of 

handwritten Gujarati characters. Combination of structural 

features and statistical features is used for classification and 

identification of characters. The features are relatively simple 

to derive.  The structural features are selected by studying the 

appearance of various handwritten characters. The moment 

based and centroid based features are first time combined for 

character recognition of Gujarati script. A success rate of 

63% is achieved using proposed method, which is acceptable, 

as it is one of the few attempts to recognize whole character 

set of Gujarati handwritten characters. 
 

Keywords- Feature representation, k-Nearest Neighbor, 

Moments, Optical Character Recognition (OCR), Tree-

classifier 

 

 

1. Introduction. 

Gujarati script is derived from the popular Devanagri 

script. The Gujarati language is popularly used by more than 

50 million peoples mainly by Gujarati people in the state of 

Gujarat from India and worldwide as Gujarati people are 

domicile of many countries. It is found that the work related to 

Optical Character Recognition (OCR) for Gujarati script is 

very limited. One can find very few attempts addressing either 

one or two stages of the OCR phases [10] or OCR for limited 

characters [9,11] of Gujarati script. It is also observed that 

majority of work for this language is for printed form rather 

than handwritten form. A rich cultural heritage is available in 

handwritten form for this script. Being official language of 

state of Gujarat major correspondence within various 

Government departments and other institutes is carried out 

using Gujarati, either in handwritten or printed form. Many 

OCR solutions are available for the other languages of Indian 

origin like Bangala, Devnagri, Gurumukhi but OCR solution 

for Gujarati handwritten form is not available. The optical 

character recognition of Gujarati script will definitely be 

helpful for developing a full-fledged OCR system for Gujarati. 

 

This paper describes an approach to identify numerals and 

characters of Gujarati script. The suggested approach is based 

on the structural and statistical features. The structural features 

are derived based on characteristics of the characters. These 

features are used to generated a tree classifier that classifies 

the whole set of characters into subsets. Additional structural 

features and statistical features are used with k-NN to 

recognize individual character from each subset at later stage. 

An overall recognition accuracy of 63.1% is achieved for 

writer independent data set of characters. The data set is 

generated by collecting samples from more than 200 different 

writers of different age group and gender.  

2. Characteristics of Gujarati script and 

challenges for Gujarati OCR  

The lack of OCR activities for Gujarati characters may be 

due to many reasons. The Gujarati script has wide range of 

characters, which includes - 35 consonants, 13 vowels and 6 

signs, 13 dependent vowel signs, 4 additional vowels for 

Sanskrit, 9 digits and 1 currency sign, which is almost double 

sized compared to number of alphabets of English language.  

Fig. 1 shows most frequently used consonants, vowels and 

numerals.  
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Fig. 1 - The most frequently used consonants, 
vowels and numerals of Gujarati Script 

 
One can observe that there are many characters that look 

quite similar to each other. Some of the alphabets resemble the 

numerical digits, this may create confusion during 

identification, e.g. the numeral  and the alphabet , 

the numeral and the alphabet , the numeral 

and alphabet , the numeral  and alphabets  and . 

Also the numeral  can easily cause confusion with part of 

alphabet .  

 

Some characters are quite confusing many times especially 

in presence of noise that may lead to classification error, even 

a human may need help of context knowledge to correctly 

identify them. The characters   forms one such 

group of confusing characters. Some other such pairs are  

and  (for handwritten character), and , and .  

 

The numeral  and the characters  are 

formed using more than one object or parts. Such characters 

can be easily misinterpreted as sub-part of some characters or 

conjunct characters that are formed by combining more than 

one basic character. These characteristics of Gujarati script 

can be considered as some of the reasons for slow progress of 

Gujarati OCR activities.  

 

3. OCR activities for handwritten 

documents in Indian Languages  

The publications related to Indian script OCR are less 

compared to other foreign languages like English, Japanese, 

and Chinese etc. Indian scripts received attention little later 

than the other popular languages. Irrespective of any language 

of Indian origin very few publications are found related to 

handwritten OCR. It is found that except Hindi, Bangla and 

few south Indian languages the OCR activities related to 

handwritten form are negligible. 

 

An off-line recognition of pre-segmented Malayalam 

handwritten characters based on Kolmogrov-Sminov 

statistical classifier and k-NN classifier is described in [1]. To 

identify off-line Devnagri handwritten characters features 

based on the directional chain code information of the contour 

points of the characters are suggested in [2] an accuracy of 

98.86% and 80.36% is reported for Devnagari numerals and 

characters respectively. Fuzzy model based recognition of 

handwritten Hindi numerals is proposed in [3]. The 

recognition is based on the modified exponential membership 

function fitted to the fuzzy sets derived from features 

consisting of normalized distances.  

 

A zone and distance metric based feature extraction system 

is described in [4] for classification and recognition of 

Kannada and Telugu script numerals using a centroid based 

approach. A recognition rate of 98% for Kannada and 86% for 

Telugu numerals is achieved. Work on recognition of isolated 

Bangla alphanumeric handwritten characters using a two stage 

feed forward neural network, trained by back-propagation 

algorithm is used for recognition in [5]. Another neural 

network based approach for the recognition of Bangla 

handwritten numerals is described in [6]. An attempt to 

recognize Bangla characters is reported in [7]. 

  

 A system for off-line unconstrained Oriya handwritten 

numerals is presented in [8].  Histograms of direction chain 

code of the contour points of the numerals are used as 

features. A neural network based classifier has been developed 

supporting an accuracy of 94.81%. 

 

An OCR system for handwritten Gujarati numerals is 

discussed in [9]. Here in this work a neural network is 

proposed for identification of Gujarati handwritten digits. A 

multi layered feed forward neural network is suggested for 

classification of digits. The features of Gujarati digits are 

abstracted by four different profiles of digits. Thinning and 

skew-correction are also done for preprocessing of 

handwritten numerals before their classification. This work 

has achieved approximately 82% of success rate for Gujarati 

handwritten digit identification. Another approach based on 

hybrid feature extraction technique by same author is 

suggested in [11]. The structural and statistical features are 

used for identification of the numerals. An overall accuracy of 

96.99% for handwritten Gujarati Numerals is achieved using 

k-NN as a classifier.  

 

4. Data set generation for Gujarati 

handwritten characters 

There does not exist ready to use data set for Gujarati OCR 

as it is one of the first few attempts to recognize handwritten 

Gujarati characters.  The author has collected samples of all 

characters of Gujarati script from more than 200 different 
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writers of different age group and gender to form the data set. 

To make the data set stable and usable some of the samples 

were collected from writers who did not know Gujarati script. 

Each collected data form was scanned at resolution of 200 to 

300 dpi using a flatbed scanner. Collection of individual 

character was generated by separating them from the input 

form image. These separated characters were preprocessed at 

next stage. 

5. Preprocessing   

The individual handwritten character will be different from 

the other in a same character group, as they are written by 

different people using different pens having different ink and 

different tip size. Following Fig. 2 shows scanned images of 

the Gujarati numeral 6. One can observe the variations in 

thickness and size of each sample. Presence of slant due to 

writing style is frequently found in handwritten form one can   

notice it from Fig.2. As handwriting of any two persons are 

hardly same one have totally different image for individual 

character in data set.  

 

 
Fig. 2 – Sample images for Gujarati numeral 6 

 

Another such case is shown in Fig. 3 for a Gujarati 

character „ka‟ written by different writers. One can observe 

more variations in size, thickness, slant and formation of the 

character. It is also noticeable that the letter „ka‟ and the 

numeral „6‟, as shown in Fig. 2 have sufficient similarities to 

cause confusion while recognizing.  

 

 
Fig. 3 – Sample images for Gujarati character ‘ka’ 

 
A preprocessing is required to convert an input character 

image into binary form that is noise free, smooth, and thin. 

Such images preserve the shape information with minimum 

storage requirements and help to improve accuracy of 

classification and recognition phase. 

 

During preprocessing phase, first the image contrast is 

adjusted in order to remove effect of different colored ink and 

effect of thin pointed tip causing sometimes light appearance 

of a character. The image intensities are adjusted based on the 

adaptive histogram equalization algorithm. The noise 

introduced during digitization is removed by using two-

dimensional adaptive Wiener filter. The Wiener filter is a low-

pass filter that uses a pixel wise adaptive Wiener method 

based on statistics estimated from a local neighborhood of 

each pixel. The Wiener filter estimates the local mean and 

variance around each pixel. In our case for each pixel each 

3X3 neighborhood pixels are used for filtering. The image is 

then converted into binary form by using threshold value.  
 

An Ostu‟s method is used to determine the global image 

threshold. This global threshold (level) is used to convert an 

intensity image to a binary image that can be used for feature 

extractions and recognition. This binary image is cropped to 

remove unwanted pixels present surrounding the character 

image. Fig. 4 shows original input character image,  binary 

form of the image and the cropped image. 

 

 
Fig. 4 – The input character and the cropped 

binary image for the character 
 

All the images of the characters need to be converted into a 

standard size for further processing. Normalization is carried 

out for converting each character image into size of 40 X 40 

pixel image. 

6. Feature extraction  

The features are divided in two categories in this case - 

primary features and secondary features. The primary features 

are selected based on the characteristics of Gujarati script. 

These features are reasonably invariant with respect to shape 

variations caused by various writing styles, easy to implement, 

fast to generate, size independent and easy to derive. These 

features are structural features and are used primarily to divide 

the set of basic characters into smaller manageable subsets 

using a binary tree classifier and secondarily to recognize a 

character at later stages.  

 

The binary tree classifiers are one of the popular classifiers. 

They were introduced nearly twenty five years ago and are 

being used by many researchers for classification of 

characters. Many references are available where tree 

classifiers have been used for OCR activities related to Indian 

origin scripts. A Gurumukhi script recognition is described in 

[18] and [22]. Tree classifier is used for printed Oriya script in 

[19]. A Bangla and Devnagri classifiers are described in [20] 

and [21]. The features used for recognition of Gujarati 

characters are described below. 

 
6.1 Primary features and its usage for character 

classification   

The primary features are derived using the structural 

features of character image. Table-1 describes various features 

that were been tested for present work. The classification 

accuracy is divided into four ranges for each feature, namely 

more than 80%, 70 to 79%, 60 to 69% and below 60%. In 
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table-1 classification accuracies are specifies for various 

features for each character of the Gujarati script. 

 

The features selected are number of objects in character, 

number of objects in upper and lower half of the image, 

number of holes in character image, number of objects in left 

half of the image and number of objects in right half of the 

image.  It is found that number of objects in left half of the 

image and number of objects in right half of the image can be 

ignored as far as usage with tree classifier is considered. The 

remaining features are well suited as a primary feature to 

design the tree classifier that divides the character set of 

Gujarati script into subsets which then can be used for 

character identification.  

 

This primary features for Gujarati character classification 

are determined by studying the formation of each characters 

and writing styles of 210 different writers hence the proposed 

approach for recognition of Gujarati handwritten characters 

can be considered as a writer independent approach for 

classification. 

 

Table 1 – Results of various features used for classification of Gujarati characters 
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The primary features used with tree classifiers are specified 

below: 

Number of objects in the character ( 1 or >1) 

Number of objects in upper half of a character (1 or >1) 

Number of objects in lower half of a character (1 or >1) 

Number of holes into a character ( 0 or >0) 

 

Each of these features is used to generate a binary value 

that can be used to divide the character sets of Gujarati into 

small subsets of few characters as shown in Fig 5. 

 
 
 

 
 

 
Fig. 5 – Proposed Tree classifier for Gujarati basic characters 
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One can observe that the first feature is number of 

components (objects) used to form a character. The labeling 

approach is used to determine number of objects or parts used to 

form a character, e.g. in numerical digits of Gujarati script only 

the number nine( ) has more than one objects used to form a 

digit. Similarly the characters-  have more than 

one objects used to form a character. The remaining characters 

have connected objects or single object. A set with the 

characters  is named as Set1 which can be used 

for further recognition. The remaining characters are further 

classified using different features at subsequent levels.  
 

The next level subdivides the remaining characters based on 

the number of components in upper half of the character image. 

As we can see from Fig. 5 that it further divides the collection 

of characters into small sets. The number of objects in lower 

half of a character image is considered for further subdivision of 

the character set, generating  Set2, and a collection of other 

characters which can be finally sub divided using another strong 

feature namely presence of hole in a character. Using this 

approach character set is subdivided and classified into total 

seven subsets as shown in Fig. 5. These subsets are small 

enough and hence can be managed easily.  
 

The application of binary tree based classifier has its own 

advantages and disadvantages. The binary tree classifier 

provides speed but, they are sensitive to noise and fonts. The 

decisions may be wrong if features are not derived properly 

especially for noisy characters. Hence in our case combinations 

of strong features which have noise resistance have been used. 

The tree based approach is used only to derive subsets of 

characters and not for recognition of character, thus reducing 

probability of incorrect recognition.  

 
6.2 Secondary features  

Keeping in view the advantages and disadvantages of binary 

classifier a combination of binary classifier and k-Nearest 

Neighbor has been suggested. Once the character is classified to 

fall into a particular subset, some additional features / secondary 

features are derived, based on which final identification is 

carried out. The secondary features used in this study are 

described below. 

 
i) The averaging feature: This feature is derived by 

application of averaging principal on the binary image. The 

original image of size 40 X 40 is subdivided into 4X4 

blocks and average ON pixel values in each block is used to 

form a feature. The image blocks are extracted as shown in 

Fig. 6 , in row major order.  

    
            

Fig.  6 – Computing the average value of ON pixels 
in image 

 

ii) The Moment based features: The third feature is derived 

using moments as moments are capable to describe shape‟s 

layout (the arrangement of its pixels). Moments provides 

global description of a shape, accruing this same advantage 

as Fourier descriptors since there is an in-built ability to 

discern, and filter, noise. According to [23] moments for 

image analysis were introduced in the 1960s. An excellent 

and fairly up-to-date review for usage of moments for the 

same purpose is available in [24]. 

 

Centralized moments are well suited for application like 

character recognition as they are translation invariant. In 

order to accrue invariance to scale, we require normalized 

central moments  pq defined as, 

Where   






00

pq

pqn   

1
2





qp

      2 qp  

Region moment representations interpret a normalized 

gray-level image function as a probability density of a 2D 

random variable. Assuming that non-zero pixel values 

represent regions, moments can be used for binary or gray-

level transformations. For a digital image the central 

moments can be expressed as: 

 

),()()( yxfyyxx
qp

yx
pq   

where x, y are the co-ordinates of the region‟s center of 

gravity (centroid). These can be obtained using the 

following equations:   
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The central moments of up to order 3 can be obtained 

from the above equation by choosing p, q = 0, 1, 2, 3, such 

that p + q ≤ 3.  

The normalized central moments denoted by 


pq , are 

denoted by 



 y

pq

pq

00



 where y = (p+ q)⁄2 + 1 for  p + q = 

2, 3.... .  

Rotation invariance can be achieved if the coordinate 

system is chosen such that 
011

.  Seven rotation, 

translation, and scale invariant moment characteristics can 

be derived from the second and third moments. The 

moments values are calculated based on following set of 

equations. 

 

M1 = η20 + η02
 

M2 = (η20 - η02 )
2 
+ 4 η

2
11 

M3 = (η30 - 3η12 )
2 
+ (3η21 - η03 )

2
 

M4 = (η30 + η12 )
2 
+ (η21 + η03 )

2
 

M5 = (η30 - 3η12 )( η30 + η12)
 
+ ((η30 + η12 )

2
 – 3(η21 - η03 )

2
)  +  

(3η21 - η03) (η21 + η03) ((3(η30 + η12 )
2
 – (η21 + η03 )

2
) 

M6 = (η20 - η02 )(( η30 + η12)
2 

- (η21 + η03 )
2
)+ 4 η11 (η30 + η12 ) 

(η21 + η03 )  

M7 = (3η21 - η03 )( η30 + η12)
 
((η30 + η12 )

2
 – 3(η21 + η03 )

2
)  +  

(3η12 - η30) (η21 + η03) ((3(η12 + η30 )
2
 – (η21 + η03 )

2
) 

 

Here  M1 and M2, are second-order moments as p + q = 

2 for them. The remaining are third-order moments, since p 

+ q = 3. The moment M7 is a skew invariant moment and is 

used to distinguish mirror images. The seven moments 

M1,M2….M7 values are used for creating a feature vector 

for a given character image. The character image of size 40 

X 40 is segmented into four equal sub-images of size 20 X 

20 each and for each sub-image moment features are 

calculated. This process produces total 7 X 4=28 different 

values for each character. 

 
iii) The Centroid distance based features: The fourth feature 

is derived by using centroid distance function. The thinned, 

resized and cropped binary image of the character is 

segmented into 64 equal sub-images. For all ON pixels in 

each sub-image, the distance from the centroid of the 

original character image is computed.  Using these distance 

values an average distance value for individual sub-image 

is computed, i.e. for each sub-image there will be one 

average distance value if at least one pixel is ON in that 

sub-image. Thus total 64 average values are computed per 

character image. This collection of 64 average values is 

used as one of the feature for character recognition. If some 

zones are empty there will be no ON pixels, for such zones 

value of feature vector will be zero.  
 

These secondary features are used to recognize an individual 

character using k-NN.  

7. Character Recognition  

To eliminate limitations of binary tree classifier especially 

for noisy characters, the tree based approach is used only to 

derive subsets of characters and not for recognition of character, 

thus reducing probability of incorrect recognition. A hybrid 

approach based on subdivision of character set into subsets 

using tree classifier  and recognition using k-NN is developed 

for Gujarati handwritten OCR.  
 

The feature vector that is used to recognize a character is a 

combination of various features discussed above. It is formed 

using 5 elements that are based on structural features namely 

objects in character, objects in left half , right half , lower half 

and upper half of the characters, 28 elements based on invariant 

moments, 25 elements based on average pixels and 64 elements 

are based on centroid distance. This feature vector is used for 

character recognition, thus a feature string of total 122 elements 

is used to recognize an individual character.  

 

7.1 Recognition of Gujarati Characters using k-NN  
The k-Nearest Neighbor (k-NN) is used for recognition of 

characters from these derived subsets. k-NN is a method for 

classifying objects based on closest training examples in the 

feature space.  Here an object is classified by a majority vote of 

its neighbor, with the object being assigned to the class most 

common amongst its k - nearest neighbors (k is a positive 

integer, typically small). If k = 1, then the object is simply 

assigned to the class of its nearest neighbor. The neighbors are 

taken from a set of objects for which the correct classification is 

known. This can be thought of as the training set for the 

algorithm.  
 

Thus k-NN is an instance based classification algorithm. 

Many researchers have found that the k-NN algorithm achieves 

very good performance for character recognition in their 

experiments on different data sets. The idea behind k-Nearest 

Neighbor algorithm is quite straightforward. To classify a new 

character, the system finds the k -nearest neighbors among the 

training datasets, and uses the categories of the k- nearest 

neighbors to weight the category candidates. The k-NN 

algorithm can be described using the following equation (1)  

 

  .... (1) 

where di is a test character, xj is one of the neighbors in the 

training set, y(xj,ck){0,1}indicates whether xj belongs to class 

ck, and Sim(di,xj) is the similarity function for di. Equation (1) 

means the class with maximal sum of similarity will be the 

winner.  
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 The k-NN algorithm measures the distance between a query 

scenario and a set of scenarios in the data set to determine the 

similarity. We can compute the distance between two scenarios 

using some distance function d(x,y), where x , y are scenarios 

composed of N features, such that x = {x1,x2,…xN}, y = { y1, 

y2,…yN}. Some of the popular distance measures are, Absolute 

distance, Euclidean Distance, Hamming distance, Mahalanobis 

distance. The selection of suitable distance measure function 

and value of parameter k is very important factor deciding the 

performance of the k-NN classifier. 

 

Here we have used the Euclidean distance measure for k-NN. 

The Euclidean distance is given by equation (2) 

      …. (2) 

This equation is used to measure the distance between two 

scenarios. One can simply pass through the data set, one 

scenario at a time, and compare it to the query scenario. 

 

The data sets can be represented as a matrix D = N X P, 

containing P scenarios s1,s2,..,sp, where each scenario st contains 

N features  st= {s1i,….sNi} . A vector O with length P of output 

values O= {o1, o2,…oP} accompanies this matrix, listing the 

output ot for each scenario st.   

 

A detailed discussion on the k-NN classification technique 

can be found in [12]. The review of literature suggests that k-

NN is widely used for character recognition for languages of 

Indian origin [13,14,15], as well as other languages. According 

to [16] k-NN classier has consistently outperformed by the other 

classifiers for handwritten digit recognition. A combination of 

fuzzy k-NN and k-NN is suggested in [17] for recognition of 

handwritten Kannada numerals. 

 

Following algorithm states the hybrid approach using Tree-

classifier and k-NN to recognize a Gujarati character. 

 

Algorithm Hybrid recognizer: 

 

i) Fetch the character to be recognized. 

ii) Generate the preliminary feature set for the character. 

iii) Using the preliminary features, determine in which 

subset the character belong to. Accordingly set the 

subset flag indicating the subset number. 

iv) Generate the secondary feature set for the character. 

v) Using the subset flag determined in step 4, select the 

training set for k-NN, use k-NN for identification of 

character. 

vi) Display the unique code of the identified character. 

 

The proposed method has provided an accuracy of 63.1% for 

given data set.  

8. Results  

The results are shown in Table -2. As it is the first attempt to 

identify the handwritten basic characters of the Gujarati script 

the accuracy is acceptable.  Some of the reasons for less 

accuracy are, similarity of some characters like the digit „5‟-

and the basic character „pa‟-  .The number 2-  and the 

character „ra‟- , the characters  i‟- and „i_bar‟- , characters 

„dha‟-  and „gha‟- , the number „4‟- and character „ja‟- . 

These confusing characters cause reduction in recognition 

accuracy.   
Table 2 – Results of k-NN for handwritten Gujarati 

characters recognition 

 

9.   Conclusions 

It is one of the few attempts to address the issue of Optical 

Character Recognition for Gujarati handwritten characters. The 

structural features selected for recognition are easy to obtain 

and are used for the first time for Gujarati script. The other 

statistical features are also applied first time for Gujarati script. 

While designing algorithms, factors like – simplicity, ease of 

implementation and speed were considered  to have a fast and 

accurate solution for an OCR problem. A hybrid approach using 

binary tree and k-NN is also suggested first time for Gujarati 

handwritten characters. An overall recognition accuracy of 

63.1% for character recognition is obtained. The results are 

satisfactory, as it is just beginning of this untouched research 

area compared to results for other Indian scripts in printed and 

handwritten form. The work hopefully will be a stepping stone 

for future research work for Gujarati language or similar Indian 

languages. 
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