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Abstract— Signal processing ranks among the most demanding
applications of digital design concepts. As the growth of
multimedia application is increasing day by day worldwide, the
demand for high-performance and low power digital signal
processing is getting higher and higher. The FIR digital filter is
one among the fundamental devices which are most widely used
in DSP field. In recent days filters with large lengths are in great
use. So parallel processing is essential for efficient results. This
project proposes new parallel FIR filter structure.

This paper proposes new parallel FIR filter which
makes use of fast FIR algorithm (FFAs). By using this hardware
cost is reduced. Along with this usage of vedic multiplier is done
which increases the speed of operation. Fundamental and the
core of all the Digital Signal Processors (DSPs) are its multipliers
and speed of the DSPs is mainly determined by the speed of its
multipliers. Multiplication is the fundamental operation with
intensive arithmetic computations. The important parameters
associated with multiplication algorithms performed in DSP
applications are latency and throughput. Latency is the real
delay of computing a function. Throughput is a measure of the
number of computations can be performed in a given period of
time. The execution time of most DSP algorithms is dependent on
its multipliers, so there is a need for high speed multiplier arises.
So proposed concept of FIR filter based on FFA and vedic
multiplier usage can lead to fast operation.

Key words—Digital signal processing (DSP), fast FIR algorithms
(FFAs), parallel FIR, vedic multiplier, very large scale integration
(vLsl).

l. INTRODUCTION

With the rapid growth of multimedia application, the
demand for high-performance, low-power digital signal
processing (DSP) is also growing. The FIR digital filter is one
of the most widely used fundamental devices in DSP systems,
ranging from wireless communications to video and image
processing. In some applications FIR filters are operated at
high frequencies like, video processing. For few other
applications it need to operate at low frequencies such as
multiple-input-multiple-output systems wused in cellular
wireless communication. For few more applications where
narrow transition band characteristics are required, higher
order in the FIR filter is need to be used.

FIR filters are digital filters. These hav finite impulse
response. As they do not have the feedback, they are also
known as non-recursive digital filters. But even we can use
recursive algorithms for FIR filter realization. Various

Krishnamohan
Dept. of linstrumentation and Technology
Dayananda Sagar College Of Engineering
Bangalore, India

methods being used to design FIR filters and most of them are
based on ideal filter approximation. Achieving ideal
characteristics of filter is impossible, so the objective is to
achieve good characteristics of FIR filters the order of the
filter increases, the transfer function of FIR filter approaches
the ideal. And hence it increases the complexity and the time
needed for processing input samples of a signal which need to
be filtered. Digital signal processing is the new and rapidly
developing technology in the past thirty years, the FIR filter is
one of the most important parts of DSP, it mainly consists of a
finite number of sampling points, it always has stable system
structure, and easy to implement linear phase in the symmetry
conditions, because of these reasons it is used widely. With
the rapid development of large-scale integrated circuits and
the computer technology, the real-time, reliability and rapidity
of modern digital filtering technique is required, so it is
becoming an increasingly popular method to realize FIR filter
in FPGA. There is a need to improve traditional FIR filter in
area, speed and power parameters. parallel architecture results
in improvement of speed and area utilization.

There have been some papers proposing ways to
reduce the complexity of the parallel FIR filter in the past. In
[1]-[4], polyphase decomposition is mainly manipulated,
where the small-sized parallel FIR filter structures are derived
first and then the larger block-sized ones can be constructed
by cascading or by iterating small-sized parallel FIR filtering
blocks. Fast FIR algorithms (FFAs) introduced in [1]-[3]
show that they can implement an L-parallel filter using
approximately (2L — 1) subfilter blocks, each of which is of
length N/L. It reduces the required number of multipliers to
(2N — N/L) from L x N. Along with the parallel architecture,
multipliers required in the operation are replaced by vedic
multiplier.

Vedic mathematics is an extract from four Vedas
(books of wisdom). Owing to its simplicity and regularity, it
finds its usage and applications in various fields such as,
geometry, trigonometry, quadratic equations, factorization and
calculus. The power of Vedic mathematics is not only
confined to its regularity, simplicity, but also it is logical.
These are the key features which made Vedic mathematics,
become so popular and thus it has become one of the leading
topics of research not only in India but abroad as well. A high
speed multiplier design (ASIC) using Vedic mathematics was
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presented in [7]. A time, area, power efficient multiplier
architecture using Vedic mathematics was shown in [8]. A
fast, low power multiplier architecture based on Vedic
mathematics was shown in [9]. The awe striking and the
power full feature of Vedic mathematics lies in the fact that it
simplifies the complicated looking calculations in
conventional mathematics to a simple one in a much faster and
efficient manner. This is attributed to the fact that the Vedic
formulae are claimed to be based on the “natural principles on
which the human mind works”. As multipliers are the key
components in the FIR filter design, the conventional
multipliers are replaced by the vedic multipliers which in turn
helps to speed up the parallel FIR filter operation.

A brief introduction of FFAs is reviewed in Section
I1. In Section 11, the proposed parallel FIR filter architectures
are presented, and vedic multipliers are discussed. Finally, the
conclusion is given in Section 1V.

1. FFA
N tap filter can be expressed in general form as:

N
yln) = z hi; x(n —1)

=0

= hpx(n) + hyxln — 1) + o + by

where:

x(n) is the input signal. y(n) is the output signal.
are the filter coefficients, known as tap weights. These make
up the impulse response. N is the filter order.

The traditional existing FIRs are based on serial
multiplication. Summing of products for the given finite terms
leads to arithmetic complexity because as the filter order
increases, complexity increases. Many algorithms are known
to reduce the arithmetic complexity of FIR filtering. As there
is more numbers multipliers in the existing traditional FIR
filters, leads to more delay. There is a need to reduce the
number of multipliers. As multipliers are slower than adders
and weigh more in case of silicon area, by reducing the
number multipliers in terms of adders, we can design better
filter. Using symmetrical properties we design the parallel
structure. Also multipliers are converted to adders and
subtractors by using FFA. Further by using vedic multipliers
instead of conventional ones the delay can be reduced in better
way.

The traditional L-parallel FIR filter can be derived
using polyphase decomposition as [3]

iV, (ZNZ P =R X, ZRE 9B H, (2.2

Where p, q, & r=0,1,2,3...,L-1

A. For2x2FFA(L=2)
According to (2), a two-parallel FIR filter can be expressed as

(1], [3]

Y, = HpXp + Z7°H, %,

Y, =HX +I7H X, 3)
However, (3) can be written as

FD = HDXD + .Z_EH:LXL

Yy=(Hy + H )W, + %) —HoHy— HiHy (4

The two-parallel (L = 2) FIR filter implementation using the
FFA obtained from (4) is shown in Figure 1.

fig.1 Two-parallel FIR filter implementation using the FFA

B. For3x3FFA(L=3)
By the similar approach, a three-parallel FIR filter using the
FFA can be expressed as [1], [3]
YD = HDX[:‘ - z_gHEXE + E_g[{HL + Hz]{}:l + Xz] - Hlxl
¥, = [{Hn + HL:][XL + Xz:] _HLXLJ — (HoXp — Z_EHEXE:]
=[Hy+ H, + H)(X, + X, +X,)]

_[{'HD + Hl:]{XD +'XL] - Hlxl] - [(H1+H2]|:X1 + XE:I - HIX:L]
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fig.2 Three-parallel FIR filter implementation using the FFA.

I1. PROPOSED 3*3 PARALLEL FIR

The existing three-parallel FFA structure naturally
has benefits in terms of speed and area. However, the existing
three-parallel FFA structure is advantageous in terms of speed.
In this section, new three-parallel FIR filter structures are
proposed, which makes use of vedic multiplier.
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fig.3 project block diagram

3*3 parallel FIR filter as shown in figure2. For better
operation and to increase the speed of the operation, vedic
multiplier is used. Conventional multipliers used to design the
3*3 parallel filter are replaced by the vedic multipliers.
Multiplication methods are extensively discussed in Vedic
mathematics. There are several tricks and short cuts that are
suggested by VM to optimize the process. A time, area, power
efficient multiplier architecture using Vedic mathematics was
shown in [8]. In this a comparative study of the array
multiplier, Booth multiplier Wallace tree multiplier, Carry
save multiplier and Vedic multiplier was done in detail. The
study clearly showed that though array and booth multipliers
are faster among the conventional multipliers, they are so
because of some trade-off with complexity and high power
consumption respectively.

Vedic multiplication is applicable to all cases of multiplication
and also in the division of a large number by another large
number. Vedic multiplication can be done with the technique
“vertically and crosswise”. Below we discuss multiplication of
two, 4 digit numbers with this method [10-11]. Ex.1. the
product of 1111 and 1111 using vertically and crosswise
method is given below. Methodology of Parallel Calculation
111 |1

1111

1x1=1

1111

X
1111
1x1+1x1=2

1111

1111
Ix1+1x1+1x1=3

1111

1111
Ix1+1x1+1x1+1x1=4

1111

1111
Ix1+1x1+1x1=3

1111

1111
Ix1+1x1=2

1111

1111
1x1=1
Final answer=1234321

In the below section ,The hardware architecture of 2X2,
4x4 and 8x8 bit Vedic multiplier module are displayed. For
the multiplication of two binary numbers vedic mathematics is
used here and proposed architectures are discussed. The
advantage of Vedic multiplier is that here partial product
generation and additions are done concurrently. So we can say
it is well adapted to parallel processing. This feature makes it
more attractive and useful for binary multiplications. This in
turn reduces delay, which is the primary motivation behind
this work.

A. Vedic Multiplier for 2x2 bit Module

The method is explained below for two, 2 bit numbers A
and B where A = ala0 and B = b1b0 as shown in Fig. 4.
Firstly, the least significant bits are multiplied which gives the
least significant bit of the final product (vertical). Then, the
LSB of the multiplicand is multiplied with the next higher bit
of the multiplier and added with, the product of LSB of
multiplier and next higher bit of the multiplicand (crosswise).
The sum gives second bit of the final product and the carry is
added with the partial product obtained by multiplying the
most significant bits to give the sum and carry. The sum is the
third corresponding bit and carry becomes the fourth bit Of the
finel product. The 2X2 Vedic multiplier module is
implemented using four input AND gates & two half-adders
which is displayed in its block diagram in Fig. 4. It is found
that the hardware architecture of 2x2 bit Vedic multiplier is
same as the hardware architecture of 2x2 bit conventional
Array Multiplier [12]. Hence it is concluded that
multiplication of 2 bit binary numbers by Vedic method does
not made significant effect in improvement of the multiplier*s
efficiency. Very precisely we can state that the total delay is
only 2-half adder delays, after final bit products are generated,
which is very similar to Array multiplier. So we switch over to
the implementation of 4x4 bit Vedic multiplier which uses the
2x2 bit multiplier as a basic building block. The same method
can be extended for input bits 4 & 8. But for higher no. of bits
in input, little modification is required.

albl a0bl albo

||

| Half Adder ‘

a0bO

cl
v
| Half Adder |

T .,

s2 sl sO

fig.4 2 bit vedic multiplier
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B. Vedic Multiplier for 4x4 bit Module

The 4x4 bit Vedic multiplier module is implemented
using four 2x2 bit Vedic multiplier modules. 2x2 multiplier is
as discussed in Fig. 4. Consider a 4x4 multiplications, let A=
A3 A2 Al A0 and B= B3 B2 B1 B0. The output line for the
multiplication result is — S7 S6 S5 S4 S3 S2 S1 SO. Now
divide A and B into two parts, say A3A2 & Al A0 for A and
B3 B2 & B1BO0 for B. By making use of fundamental of Vedic

multiplication, taking two bit at a time and using 2 bit
multiplier block, we can have the following structure for
multiplication as shown in figure5. To get final product (S7 S6
S5 S4 S3 S2 S1 S0), four 2x2 bit Vedic multiplier (Fig. 4) and
three 4-bit Ripple-Carry (RC) Adders are required. This
proposed Vedic multiplier can be used to reduce delay. This
proposed new architecture is efficient in terms of speed. The
arrangements of RC Adders shown in Fig. 5, helps us to
reduce delay. In the same way 8x8 Vedic multiplier modules
are implemented by using four 4x4 multiplier modules.

a3 a2al al
b3 b2 b1 bho

a3 a2alal
h3 b2 ol b0

a3 a2alal
b3 b2 bl b0

a3 azalal
b3 b2b1 b0

b[3:2] b[3:2] b[1:0] b[1:0]
al3:2] al1:0] al3:2] af1:0]

2x2 2x2 2x2 2x2
multiphy multioly multiphy multiphy
block block block block
A~ atiz0] A
[{a3[30],00} {00,q2[3:01} 00,1321
Adder Adder (101
P | 4
Adder
Ql7:2] Q[1:0]

fig.5 4bit vedic multiplier

C. Vedic Multiplier for 8x8 bit Module

The 8x8 bit Vedic multiplier can be easily
implemented by using four 4x4 bit Vedic multipliers. Consider
an 8x8 multiplications, say A= A7 A6 A5 A4 A3 A2 A1 A0
and B= B7 B6 B5B4 B3 B2 B1BO0. The output line for the
multiplication result will be of 16 bits as — S15 S14 S13 S12
S11 S10 S9 S8 S7 S6bS5S4 S3 S2 S1 SO. Now divide A and
B into two parts, say the 8 bit multiplicand A can be
decomposed into pair of 4 bits AH-AL. Similarly multiplicand
B can be decomposed into BH-BL. The 16 bit product can be
obtained by using the fundamental of Vedic multiplication,
taking four bits at a time and using 4 bit multiplier block as
discussed. Thus we can perform the multiplication. The
outputs of 4x4 bit multipliers are added accordingly to obtain
the final product. Here total three Ripple-Carry Adders are
required. This 8x8 multiplier is used in the parallel FIR filter.
So that speed of operation is increased.

qo[3:0]

V. CONCLUSION

In this brief, we have presented new parallel FIR
filter structures. In parallel FIR filter implementation
multipliers are the major portions in hardware consumption.
The proposed new structures exploit the vedic multipliers. It is
a method for hierarchical multiplier design and it clearly
indicates the computational advantages offered by Vedic
methods. So by making use of parallel structure and vedic
multipliers, compared to the traditional FIR filter the proposed
parallel FIR filter works better in terms of execution time.
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